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Abstract

Refrigeration applications consume a significant share of total electricity demand, with a high indirect impact on global warming through green-
house gas emissions. Modern technology can help reduce the high power consumption and optimize the cooling control. This paper presents a
case study of machine-learning for controlling a commercial refrigeration system. In particular, an approach to reinforcement learning is imple-
mented, trained and validated utilizing a model of a real chiller plant. The reinforcement-learning controller learns to operate the plant based on
its interactions with the modeled environment. The validation demonstrates the functionality of the approach, saving around 7% of the energy
demand of the reference control. Limitations of the approach were identified in the discretization of the real environment and further model-based
simplifications and should be addressed in future research.
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1. Introduction

The United Nations (UN) adopted the Agenda for Sustain-
able Development for 2030, which entails 17 Sustainable De-
velopment Goals (SDG) [1]. An important topic regarding these
goals is the energy consumption through cooling applications.
Cooling processes in Germany for example, contribute for around
14% of the German electric power consumption [2]. Finding
novel and innovative approaches is necessary in order to reduce
and optimize the energy consumption regarding cooling pro-
cesses like Heating Ventilation and Air Conditioning (HVAC).
As a result, our society could benefit from lower energy costs,

∗Corresponding author tel. no: +49 3375508442
Email address: constantin.falk@th-wildau.de (Constantin Falk)

reduced emission of CO2 and reduced peak loads for electricity
providers [3]. A promising Industry 4.0 technology that could
help reach the SDGs is decision-making processes like machine
learning [1]. One such machine learning method, namely Re-
inforcement Learning (RL), most of all approaches based on
Q-learning, showed promising results [4, 5]. Due to its sim-
plicity, Q-learning is one of the most popular Reinforcement-
Learning algorithms [6]. Yet there is hardly any research on
the implementation of Q-learning in HVACs control concern-
ing industrial settings. Thus, the objective of this paper is to
provide a case study on a Q-learning based control strategy for
an industrial chiller, which provides cooling capacity for two
warehouses. A real HVAC serves as a model for the environ-
ment.
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2. Related Work

For the development of a suitable RL based control strategy
for industrial HVAC, this section aims at providing an overview
of scientific contributions in recent years. Concerning the effi-
cient control of cooling applications, many methods and models
have been developed. Hovgaard et al. developed an economic-
optimizing Model Predictive Control (MPC) scheme that re-
duces operating costs by utilizing thermal storage capabilities
[7, 8]. Applying their proposed MPC controller on a simula-
tion of a supermarket refrigeration system, it was shown that
potentially savings up to 9-32 % could be achieved using ther-
mal storage capacities in combination with prediction of vary-
ing loads and energy prices. In [9], a MPC with a least square
tracking error criterion to solve and optimize a power balanc-
ing problem with flexible thermal storage units was presented.
Their power balancing aggregator takes regulating power prices
into account and they showed that the constraints and objectives
for each unit are satisfied. In [10], a multiple nonlinear regres-
sion (MNR) model is used to predict the hourly cooling load in
a library. They found that the MNR improved the accuracy of
the predicted load, which is important for saving energy while
operating the HVAC.

Several works have compared RL to conventional control
strategies like Chiller-priority or Storage-priority control and
MPC [11, 12]. Henze et al. stated that the RL controller does
not rely on physical models of building energy systems and the
environment [11]. It worked without the need for prediction
and it was able to tune itself to the actual system, while com-
plex learning tasks prolong the learning time. Beghi et al. ad-
dressed this issue partially in [13], in which a RL controller
acted as a supervisory system and determined the setpoints for
a local controller. They used domain knowledge to speed up
the convergence of the learning algorithm. Schreiber et al. also
addressed the issue of long training time, as well as in their fol-
lowing work [14, 15]. They trained a Deep Q-learning agent
in advance for 105 interactions with a simulation of an admix-
ing heater and then used it to control an injection heater and a
throttle cooler. They found that after approximately 4200 inter-
actions of online training the controller improved visibly and as
a result the training time could be reduced. Liu et al. used three
different techniques, namely Randomly Initialized Q-learning,
Asynchronous Q-learning, Deep Q-learning in order to improve
the learning speed and performance [4]. In addition, they stated
that the Q-learning controller performs better than conventional
control strategies (Chiller-priority) but is still outmatched by the
MPC scheme. Overall, a large part of the literature deals with
the implementation of different RL control schemes for com-
mercial buildings. In regards to industrial applications Zhang
et al. dealt with improving the efficiency of a refrigerating sys-
tem by combining RL and a Coarse Model [16]. The coefficient
of performance (COP) of the refrigeration system is used as the
cost function. They found that the proposed algorithm exceeded
the conventional conversion efficiency of the refrigeration sys-
tem from the viewpoint of the average, although showing larger
fluctuations. Li et al. used a Deep Reinforcement Learning
(DRL) Framework to optimize a cooling application in an in-

dustrial setting [17]. Other approaches as in [18] are multi-
agent DRL, which is shown to reduce thermal energy costs
of Heating, Ventilation, and Air Conditioning (HVAC), com-
pared to a Heuristic (HS) and Rule-Based Scheme (RS) with an
ON/OFF policy. Chen et al. showed in a simulation, that a Q-
learning based control strategy could achieve up to 23 % lower
HVAC energy consumption, compared to a rule-based heuristic
control [19]. Qiu et al. applied the mentioned RL algorithm for
optimal chiller control for an office building [20]. They showed
in their following work [21], that a Q-learning controller is also
able to generate data with which data-driven chiller models can
be trained and enhance the accuracy, generalization and robust-
ness. Besides applying the algorithm in question on HVAC,
in [5] Guo et al. proposes a Q-learning based RL controller
for a district cooling energy plant which could achieve energy
savings up to 8 %. The literature shows that the algorithm in
question is more often applied for the air conditioning in office
buildings. The authors suspect that because of the economic
and safety risks that come with it, the literature concerning the
investigation and use of Q-learning for the control of chiller in
the industrial setting is scarce. Therefore, the objective of this
work is presenting a case study with particular emphasizes on
Q-learning for the control of a chiller for two industrial storage
chambers.

3. Model

3.1. Principles

According to Kaelbling et al. Reinforcement Learning is
based on an agent interacting with a given environment, which
has a discrete set of states S [22]. The agent is able to perform
an action a from a discrete set of actions A, in order to change
the state s of the environment. As a result, the agent will receive
a reward r, both potentially negative as well as positive, which
is typically a boolean or real number. The agent’s overall goal
is to find a policy π, which maps states to actions in order to
maximize the reward in the long run. RL is an iterative process,
which can be distinguished by value iteration or policy iteration
[6]. The investigated approach is characterized by value itera-
tion with the objective of finding the optimal value function.
According to [22] the optimal value function is defined as

V∗(s) = max
a

(R(s, a) + γ
∑
s′∈S

T (s, a, s′)V∗(s′)),∀s∈S , (1)

where γ →[0,1] is the discount factor, which defines whether
the agent should favor immediate rewards (γ=0) over long term
rewards (γ=1). T(s,a,s’) is the state transition function, which
is the probability of making a transition from one state s to a
next state s’ using the action a. R(s, a) is the reinforcement
function, which specifies the expected instantaneous reward as
a function of the current state and action. Kaelbling et al. stated
that V∗(s) asserts that the value of a state s is the expected in-
stantaneous reward plus the expected discounted value of the
next state V∗(s′) using the best available action [22]. As a re-
sult given the optimal value function, the optimal policy can be
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specified as

π∗(s) = argmax
a

(R(s, a) + γ
∑
s′∈S

T (s, a, s′)V∗(s′)). (2)

According to Vazquez et al. RL can be further differentiated
between the model-based and model-free approach [6]. They
stated that Q-learning is the most used model-free RL algorithm
worldwide, due to its simplicity. Kaelbling et al. stated that
in the model-free approach a Markov Decision Process (MDP)
model is not known [22]. According to White et al. additionally
to the states and actions, a MDP Model consist of T(s,a,s’) and
R(s, a) [23]. White et al. indicated that a model is MDP if the
transitions from one state to another depends only on the current
state and are therefore independent of any previous states or
agent actions [23]. Kaelbling et al. argued that the agent has
to therefore obtain the optimal policy without knowledge of the
mentioned MDP-Model [22]. This means that the agent has
to directly interact with the environment in order to obtain and
process information to produce the optimal policy.

Q-learning was first proposed by Watkins et al. in with the
objective to determine an optimal policy π∗ without knowing
the MDP Model [24]. To achieve this task, a matrix of states by
actions is built, in which the state-action values or Q-values are
initialized. These Q-values are updated each iteration by using
the Q-function. Vasquez et al. stated that the updating rule is
defined as

Q(s, a) := Q(s, a) + α(r + γmax
a′

Q(s′a′) − Q(s, a)) (3)

where α ∈ [0,1] is the learning rate, which defines to what de-
gree new knowledge overrides old knowledge [6]. For α=0,
no learning occurs and for α=1 all prior knowledge is overri-
den. In order to update the Q-value, the difference between
the previous Q-value Q(s,a) and the discounted next maximum
Q-value Q(s’,a’) is formed and added to the reward r. This dif-
ference is then multiplied with the learning rate α and added to
the previous Q-value. Updating the Q-value results in the en-
viroment entering a new state, in which the agent has to select
the next action. For this selection a trade-off between explo-
ration and exploitation, which is also called action-selection is
made. Vazquez et al. state, that in the exploration phase the
agent chooses actions at random, inversely in the exploitation
phase the action with the highest Q-Value is chosen and that for
managing this trade-off the ε-greedy policy can be applied [6].
It consits of taking the action with the greatest Q-value with the
probability (1-ε), and selecting a random action with the prob-
ability ε. Overall the Q-values converge to the optimal Q-value
Q∗(s, a) , which, as shown in [25], results in convergence to the
optimal policy.

Reinforcement learning approaches are dependant on a learn-
ing environment. In some situations, the agent’s intended use
cases may fit as learning environment, for example when an
agent learns playing a video game. However, in most use cases
an agent should learn the consequences of its own possible ac-
tions in a simulated environment for mainly two reasons: firstly,
to avoid harm or damage of entities in the real-word and, sec-
ondly, to accelerate the learning process itself. On the other

Figure 1. Case Study

hand, the biggest drawback of a simulation, however, is the
need to create an environment that well represents real-world
conditions, as this constitutes a non-negligable cost and time
factor.

3.2. Case Study
This work presents a case study for a Q-Learning based

HVAC controlling strategy. Figure 1 shows a schematic rep-
resentation on how such a controller could be realized. Accord-
ing to this representation the agent interacts with an environ-
ment, which entails the HVAC and both warehouses w1 and w2,
through its actions and feedback in the form of states and re-
wards. Through its actions it is able to manipulate the screw
compressor speed, cold-water feed-pump as well as the selec-
tion of which warehouse should be cooled. Through a feedback
loop the agent is informed about the states of the environment
and based on the resulting parameters a reward is calculated and
fed back to the agent.

3.3. Environment
An ammonia-based vapor compression refrigeration system

(VCRS) composed of three open screw compressors, refrigerant-
, cold-water- and cooling-water circuit is adopted as case sys-
tem. This system is used as a reference for tuning the model
parameters based on real plant data. The cold water circuit sup-
plies refrigeration energy to two separate warehouses, cooling
them to different target temperatures. The refrigerant conden-
sates whether in a water cooled condensator or in an air-water
condensator, depending on the outdoor temperature and if heat-
ing of one of the warehouses is necessary. If heating of one of
the warehouses is required, the water-circuit heat-exchanger is
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used, while the heat pump can be switched on if not enough
heat is available. The condensed refrigerant is fed from both
condensers to the separator via throttle valves. If heat energy
is required, the heat pump uses the cooled, liquid refrigerant to
return it to the separator in a gaseous state. An additional deep
freezing circuit powered by two reciprocating compressors uti-
lizes the cold provided by the cold-water circuit. Both water
circuits contain a water-glycol mixture, wherein the ciculation
is realized by two pumps each. Two of the three screw com-
pressors and all four water pumps are speed-regulated by use of
frequency converters.

Matlab with the Simulink-package has been used, to build a
computerized model of the given system, since Simulink is easy
to use and well suited for creating physical simulation. Follow-
ing [19], the system is simplified into the following Equation 4,
while the structure of the model can be traced in a simplified
version from Figure 2, where the input represents all external
variables or constants which are not conditioned by the system
itself, while not every block uses each of the available values.

Q̇total = Q̇en + Q̇r + Q̇HX (4)

Q̇total represents the total heat gain for the perspected room
and is composed of the environmental heat gain Q̇en, the solar
radiation Q̇r and the cooling energy from the air conditioning
Q̇ac. The environmental heat gain is the thermal energy gained
through the building envelope and is the sum of the heat gain of
all walls of the considered warehouse. It depends on the con-
ductance of the wall hi, surface area Ai of each external wall i
and on the temperature difference between the inside and out-
side environments (Tout − Tin).

Q̇en =

n∑
i=0

hiAi(Tout − Tin) (5)

The heat gain through solar radiation depends on the actual
radiation per m² and the surface area of each external wall/ceiling
of the warehouses that are exposed to the sun over a day. De-
pending on the position of the sun, the solar radiation per wall
is determined approximately [26].

The HVAC itself gets simulated by a combination of regres-
sions and simplifications. The cooling energy Q̇ac gets neared
with a second degree polynomial regression utilizing the com-
pressors revolutions-per-minute (RPM), cooling-water and cold-
water feed pumps RPM as well as the condenser inlet tempera-
ture and evaporator inlet temperature, based on data of the real
plant. The model is allowed to cool only one of two warehouses
simultaneously. However, this limitation is also present at the
real plant, so that the warehouses must always be cooled one af-
ter the other. Utilizing the cooling energy Q̇ac together with the
evaporator inlet temperature Tei and the mass-flow rate of the
water-glycol mixture in the evaporator ṁ f e leads to the evapo-
rator outlet temperature

Teo = Tei −
Q̇ac

ṁ f e · cp
(6)

where ṁ f e is approximated by use of a second-degree polyno-
mial regression using the RPM of the feed-pump [27, p. 356f.].

For reasons of simplicity, the specific heat capacity of water
cp is used for the water-glycol mixture throughout this work
and the heat loss to the environment is neglected. The result-
ing Teo is used for the calculation of the heat gain in the heat
exchangers in the warehouses, which also requires the corre-
sponding warehouse temperatures Tw1 and Tw2 as well as m f e.
Furthermore, the chilled water either flows into w1 or into w2,
depending on the actual set warehouse to cool. In this way, one
of the warehouses always receives m f e = 0 and the correspond-
ing heat-flow is also Q̇HX = 0. However, the heat flow is given
by

Q̇HX = k · A · ∆tm (7)

where k represents the heat transfer coefficient of the heat ex-
changer, while A is the surface and ∆tm the logarithmic tem-
perature difference in the heat exchanger. Another simplifica-
tion was made, by using the water output temperature from the
warehouse’s heat exchanger as evaporator inlet temperature Tei.
In the same way, as ṁ f e only flows into one the warehouses, Tei

is used from the active warehouse to lose the loop. The heat-
flow of the heat exchanger gets summed up with the other heat-
flows for the corresponding warehouse to a total heat-flow. Us-
ing an estimated constant warehouse cooling capacity Cw and
the total heat-flow leads to the warehouse temperature differ-
ence ∆Tw in a simulation step with a given duration.

For simplification purposes, only the heat-flows and temper-
atures are displayed in Figure 2. The estimation of the electrical
power Ptotal utilizes the RPM of all compressor stages, feed-
pumps, the outside temperature, Teo and the condenser outlet
temperature Tco. Tco is the only input of Ptotal which is not
constant, an input variable of the model or already calculated.
The calculation is similar to Teo and is accordingly based on the
condenser inlet temperature Tci, the mass-flow rate of cooling-
water ṁ f c and the condenser heat-flow Q̇C . While ṁ f c is also
regression based on the actual RPM of the water feed-pumps,
Q̇C is simplified the sum of Q̇ac and Ptotal. Tci itself is also a
regression-based value, which is approximated by Ptotal and the
outside temperature.

Summing up the heat flows leads to the total heat flow of the
respective warehouse as shown in Equation 4, with which the
resulting temperature difference can be calculated for a consid-
ered time step. Therefore, both warehouses utilize an estimated
thermal capacity CW as constant input.

4. Validation

4.1. Simulation

The model presented in subsection 3.3 gets simulated in
Matlab’s Simulink environment. Thus, the agent, current state
detection and the corresponding selection of the action based
on the policy take place externally. To find a subset of states
S t which represents the most important system conditions, the
most important influencing variables needs to be discretized.
The actual state gets defined by the evaporator-inlet temperatur
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Figure 2. Simplified functionality of the model

Tei, condenser inlet temperature Tci, both warehouse temper-
atur Tw1 and Tw2, outside temperature Tout and the actual sun
intensity psun ∈ [0, 1]. The state space along

S t =



Tei

Tci

Tw1
Tw2
Tout

psun


(8)

with three discretization steps for each variable can be seen in
Equation 8, while the action space is

At =

 nc

ncwp

w

 =


0; 3000; 6000
0; 2944; 5888
w1; w2

(9)

The action space includes the screw compressor speed nc,
cold-water feed-pump speed ncwp and the selection of the ware-
house w to be cooled. The Q-table represents the complete
State-Action-Space following Q = S × A.

It is worth noting, that the actual cardinality of action-state-
pairs directly depends the time of convergence to an optimal
policy. Increasing the number of states or actions to increase
the achievable policy precision, simultaneously increases the

time required to achieve convergence [13]. Thus, the presented
cardinality is a tradeoff between precision and processing time,
with the available computing power having a corresponding ef-
fect on speed.

Because the agent initially has to observe the environment,
with the look-up table Q(s, a) initialized to zero, it’s interac-
tions are divided into exploration- and exploitation-mode. From
earlier experiments it can be deduced that the learning rate α
should be initialized with 0.7 in exploration-mode and decreases
to 0.125 in exploitation. The discount factor γ is set to 0.7
to provide the agents with a solid foresight. Following the ε-
greedy policy introduced in subsection 3.1, ε= 0.9 in exploration-
mode, such that a random action is chosen 9 times out of 10
in the current state. In exploitation-mode, on the other hand,
ε= 0.1. Both, α and ε, are not set to 0 to ensure that it is possi-
ble to react to possible changes in the environment even during
operation.

The reward rt represents the system performance and de-
pends on the system’s power consumption Ptotal as well as on
the actual warehouse temperatures Tw. Different states use dif-
ferent formulas to calculate rewards, with the respective condi-
tions, derived from Beghi et al., defined in Equation 10 and the
reward calculation in Equation 11 [13].
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Figure 3. Agent’s rewards in exploration and exploitation mode

c1 = {Tw|Tw < Twmin ∧ Tw > Twmax}

c2 = {Tw|Tw ≤ Twmin + ∆Tset ∧ Tw ≥ Twmax − ∆Tset}

c3 = {Tw|Twmin + ∆Tset < Tw < Twmax − ∆Tset}

(10)

rtw =


−1000 − 50 · ∆Tmin ; if c1
100 − 50 · ∆Tset

∆Tmin
; if c2

100 ; if c3

rtP = − j · Ptotal

rt = rtw1 + rtw2 + rtP

(11)

A separate reward rtw is calculated for both warehouse tem-
peratures and depends if the actual Tw whether is outside the
specified warehouse temperature, within the safety margin of
limiting temperatures or within all limits. Furthermore, ∆Tmin

specifies the minimal deviation from the warehouse limits Twmin
and Twmax, while ∆Tset is an user-defined safety margin that
shall not be exceeded as this might cause unintended operating
conditions or even damage to the system. Temperatures out-
side the given limits will be always rewarded negative, while
temperatures in the safety margin are tolerated and rewarded
depending on the distance to the limits. Temperatures inside all
limits are always rewarded constantly good to avoid influencing
the agent’s temperature set-point. Rewards of the actual power
consumption rtP are always negative, while it’s influence on the
total reward can be adjusted by the weight factor j.

In general, one simulation step represents 10 minutes. To
speed up the exploration of state-actions, the simulation gets
parallelized, such that multiple environments are simulated si-
multaneously step-by-step, while the Q-table is updated after
every step with updates from all environments. The parameters
of the environments are instantiated randomly with orientation
to the discretization steps. As a consequence, it is possible for
the system to start outside the specified limits in some environ-
ments.

4.2. Results

To ensure comparability of the results, a reference 2-step-
controller has been implemented, similar to the real plant, and
simulated on the presented model. The 2-step-controller works
like a real plant, by cooling one room after the other using
the cold-water feed-pumps if necessary and only turning on the
compressors, if the water temperature Tei is too high.

After 1500 steps of exploration, the agent switches into ex-
ploitation mode and uses the filled Q-table to control the plant
properly. Figure 3 displays the averaged reward earned by the
parallel working agents per simulation step. It can be seen, that
in exploration mode the rewards are very unsteady with a con-
spicuousness in the recurring reward peaks. This is due to the
fact that all environments have been re-instantiated after a sim-
ulated day, so they are mostly within the given system limits
(see Equation 11) and accordingly receive rewards for staying
within the boundaries at the beginning. While exploring the
environment, most agents maneuver the plant out of the target
range, earning negative rewards.

It can be seen, that even in exploitation-mode averaged re-
wards from all environments are always negative. This can be
attributed to the big impact of the actual power consumption on
the rewards, since the weight factor was instantiated as j = 4. It
is also noticeable that the average rewards achieved decreased
over the further steps. This indicates that some agents utilized
the margin of the temperature limits, which in turn can be at-
tributed to agents acting too short-sightedly.

Figure 4 displays the average electrical energy consumption
of the refrigeration system in different simulation environments.
Therefore, a set of 30 simulation environments were instanti-
ated and controlled on the one hand by the Q-learning agent
and on the other hand by the reference 2-step controller. The
set of environments includes all seasons with different weather
conditions and outdoor temperatures. In about 10 simulated
days, the 2-point controls consumed on average about 450 kWh
more than the Q-learning based controls. The course of the dif-
ference over the simulated period can be seen in the line chart.
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Figure 4. Comparison of averaged energy consumption with (left) the average energy consumption and (right) the difference between the 2-step-control and the
Q-learning approach

In summary, the refrigeration plant controlled by the Q-learning
approach consumes an average of 5.765 kWh in the 250 hours
(1500 steps), while that controlled by the 2-step controller re-
quires 6.203 kWh. This results in energy savings of about 7
% using the Q-learning approach compared to the conventional
control.

The results demonstrate that the chosen approach is func-
tioning, although performance can still be improved. Especially
the consistent compliance with the temperature limits should
be focused by more far-sighted control in a follow-up version.
However, the approach also shows a lot of potential, as the en-
vironmental model created so far does neither simulate load be-
haviour in warehouses nor weather forecasts. A promising ap-
proach to predict selected meteorological parameters was pro-
posed in [28] and could be considered in future research. These
are recurring characteristics or dependencies, which a
RL-approach can learn very well and derive optimal control be-
haviors accordingly. Furthermore, the approach could be im-
proved by extending the action space to increase the agent’s
scope, while also requiring greater computational power. An-
other variant could be to apply a Deep-Q-learning algorithm,
as already successfully implemented by Yu. et al. in a com-
mercial building, where no states or actions would have to be
discretized [29].

5. Conclusion

In this paper, we conducted a case study to examine poten-
tials in energy efficiency of Q-learning in cooling applications.
For this purpose, a model based on a real refrigeration plant in-
cluding warehouses and environmental influences was imple-
mented and used as training environment for the Q-learning
algorithm. The simulations cover different environmental in-
fluences typical for German weather conditions including dif-
ferent seasons. The controller is able to perform actions with
predetermined parameters and receives a reward as feedback

as well as the new state of the system, which allows the con-
troller learning the behavior of the system directly through the
performed actions. The results confirm that Q-learning is a suit-
able approach to derive a control policy to optimize energy con-
sumption. However, it was also shown that constraints such as
discretized state and action spaces or simplified models limit
the possibilities of Q-learning. Future works should investigate
the benefits of reinforcement learning on recurrent load behav-
iors compared to conventional controls, as well as identify po-
tential benefits of deep Q-learning application on refrigeration
systems.
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Appendix

A, At set of actions
Ai surface area of the external wall
a action
a′ next action
CW warehouse cooling capacity
cp capacity of water
hi conductance of the wall
j weight factor
k heat transfer coefficient of the heat

exchanger
ṁ f e mass-flow rate of the water-glycol

mixture in the evaporator
ṁ f c mass-flow rate of cooling-water
nc screw compressor speed
ncwp cold-water feed-pump speed
Ptotal electrical power
psun sun intensity
Q(s, a) Q-value
Q∗(s, a) optimal Q-value
Q̇ac cooling energy from air condition-

ing
Q̇C conderser heat-flow
Q̇en enviromental heat gain
Q̇HX heat flow
Q̇r solar radiation
Q̇total total heat gain
R(s, a) reinforcement function
r, rt reward
rtP Rewards of the actual power con-

sumption
rtw separate reward
S, S t Set of states
s state
s’ next state
T(s,a,s’) transition function
Tci condenser inlet temperature
Tco condenser outlet temperature
Tei evaporator inlet temperature
Teo evaporator outlet temperature
Tin inside temperature
Tout ouside temperature
Tw warehouse temperature
Twmin, Twmax warehouse temperature limits
V∗(s′) value function
w warehouse
α learning rate
γ discount factor
∆Tset safety margin
∆tm logarithmic temperature difference

in the heat exchanger
π policy
π∗ optimal policy
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