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Abstract

Amidst the surge in high-dimensional data, filter feature selection techniques have emerged as preferred tools for selecting relevant features, owing
to their advantages such as enhanced generalization, faster training times, dimensionality reduction, and improved model performance. However,
traditional feature selection methods often exhibit instability, resulting in the selection of varying feature subsets and subsequently different
classification accuracies. Addressing this challenge, we propose a novel approach termed Multi-Univariate Hybrid Feature Selection (MUNIFES)
to bolster the discriminative power between features and target classes in text classification tasks. MUNIFES integrates the local feature relevance
of filter methods, a facet that has been overlooked in prior literature, through a multi-iterative process to select optimal feature subsets from each
univariate feature selection method. Leveraging an ensemble of discriminative strength metrics including Chi-Square (Chi2), Analysis of Variance
(ANOVA), and Infogain methods, MUNIFES achieves superior performance in selecting optimal feature subsets. Evaluation conducted on the
20newsgroup dataset and its variant (17newsgroup) with 10 classifiers, including ensemble, classification, optimization algorithms, and Artificial
Neural Network (ANN), demonstrates the efficacy of MUNIFES compared to state-of-the-art feature selection methods, showcasing improved
accuracy in classification tasks.
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1. Introduction

With the era of big data arising from the increased usage
of the Internet and electronic devices, high-dimensional data
has become prevalent. High-dimensional data enriches clas-
sification performance because it generally has more features.
Nevertheless, some irrelevant and redundant features in high-
dimensional data are inimical to classification performance;
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such features considerably increase computational complexity
and memory requirements [1]. The major challenges for data
mining [2], discovery of knowledge [3] and pattern recognition
[4] are notably the large number of datasets containing noisy,
irrelevant, or redundant features. It is necessary to filter out the
irrelevant and redundant features by choosing a suitable subset
of relevant features to avoid over-fitting and tackle the curse of
dimensionality. This could be addressed through feature selec-
tion and feature extraction. While feature selection selects a
subset of the original features, feature extraction transforms the
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original features into a new set of features.
There exist four distinct Feature Selection (FS) methodolo-

gies as documented in [5]. These are: (i) Filter: This tech-
nique relies on ranking strategies that are independent of classi-
fiers, thereby enhancing generality, speed, and scalability while
mitigating overfitting. However, it tends to overlook feature
interdependency. Noteworthy examples include Information
Gain (IG), Document Frequency (DF), minimum Redundancy
Maximum Relevance (mRMR), Chi2, and ANOVA. (ii) Wrap-
per: Unlike filter methods, wrapper techniques utilize a learn-
ing and training set to select features tailored to specific clas-
sifiers, resulting in higher accuracy albeit at a higher compu-
tational cost and an increased risk of overfitting. Sequential
algorithms and recursive feature elimination represent common
implementations. (iii) Embedded: Embedded approaches lever-
age algorithms with inherent feature selection mechanisms, of-
fering reduced computational overhead compared to wrapper
techniques. However, they face challenges in constructing suit-
able optimization functions. Popular examples include RIDGE,
LASSO, and decision trees. (iv) Ensemble: Ensemble meth-
ods amalgamate outcomes from diverse feature selection tech-
niques into a unified framework. Techniques such as voting,
stacking, bagging, and boosting are illustrative examples, repre-
senting a specialized form of hybrid approach. Hybrid method-
ologies combine multiple FS approaches to derive an optimal
feature subset, with instances including filter-wrapper, embed-
ded, and metaheuristic hybrids.

When selecting subsets of features, the complex require-
ments of each classification algorithm may lead to a higher run-
time. As a result, filter-based FS methods are more commonly
used than wrappers and embedded methods. Different filtering
techniques determine optimum features in different ways, i.e.,
the selection process of deterministic factors differs from one
method to another. A single algorithm does not assure satisfac-
tory performance in various experiments. The aim of combin-
ing several FS methods thus is to increase the maximum pre-
cision achieved by a single method since they can overcome
mistakes made by other methods in different parts of the input
space and increase accuracy through their complementary view
of how important features are. This has removed the chance
of search space being too large and not composed entirely of
relevant features, as envisaged in the previous research [6]. Re-
searchers have discussed the interaction of features with their
target classes [1, 6], but feature relevancy to their target classes
cannot be overemphasized because it is the basis of all relation-
ships. The importance of a feature or word is measured by its
relevance to its target class. This results in a positive influence
on its prediction performance.

This study proposes a novel multi-univariate hybrid fea-
ture selection method (MUNIFES) for enhanced discrimina-
tive power between the features and the target class. This is
produced by hybridizing three univariate filter feature selec-
tion methods (Chi2, Infogain, and ANOVA) through a weighted
concatenated voting ensemble to produce the unique distinct
discriminative features with the target class. Thus, a multi-
univariate filter method is produced. The main contributions
of this study are stated as follows:

• A ranked multi-univariate concatenated ensemble FS
method with unique features is produced that shows the
relevance of features across multiple FS methods.

• Features with less frequency across methods but with dis-
criminative high weights according to threshold are con-
sidered.

• The ensembled FS method, namely MUNIFES, is pro-
posed through multiset theory.

• Experimental comparisons with three univariate FS algo-
rithms on public datasets using 10 classifiers show that
the proposed MUNIFES improves the accuracy perfor-
mance of text classification.

The rest of this study is organized as follows: Related works
about FS methods are summarized in section 2. Section 3
presented ensemble FS types and filter FS methods used. Sec-
tion 4 contained the proposed method. Section 5 described
experimental settings consisting of datasets, performance anal-
ysis, and statistical significance. Finally, section 6 presented a
conclusion.

2. Related Works

In the literature, there are many studies associated with
filter-based FS methods. These include correlation-based fea-
ture selection-CFS [7], Distinguishing Feature Selector-DFS
[8], Comprehensively Measure Feature Selection-CMFS [9],
Discriminative Feature Selection-DFSS [10], Relative Dis-
crimination Criterion-RDC [11], minimum Redundancy Maxi-
mum Relevancy-mRMR [12], Normalized Difference Measure-
NDM [13], Max–Min Ratio-MMR [14], Trigonometric Com-
parison Measure-TCM [15]. Hybrid FS algorithms exploit the
benefits of both filter and wrapper approaches. The execution
time gain of filter methods, as a first step, is used to reduce the
high dimension of the problem to some extent, and then in the
second step, the effectiveness of the wrapper approaches is used
to obtain the best subset of features [16]. As FS is inevitable for
high dimensional problems such as text analyzing, researchers
must evaluate various methods to obtain enhanced classification
accuracies since there is no well-defined method to prefer one
FS method to another [17]. A solution to this problem can be
found in the Ensemble FS method, which relies on an ensemble
learning concept. EFS-MI combines the subsets using Mutual
Information (MI) to reduce the redundancy among the selected
features [6].

Another researcher used a heterogeneous approach of filters
to generate multiple top k feature candidate rankings with var-
ious clustering-based methods using the mean-shift algorithm
[18]. VIKOR method was also used as a Multi-Criteria De-
cision Making (MCDM) algorithm to rank the features based
on evaluating several feature selection methods as different
decision-making criteria [19]. The researchers proposed the
EFS-MCDM method, a rank features vector, as an output for
users to select a desired number of features. Ensemble learn-
ing presumes that there are usually better performances from
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Figure 1. Block diagram of homogeneous ensemble FS.

Figure 2. Block diagram of heterogenous ensemble FS.

a combination of more than one predictor. However, harness-
ing the strength of different univariate filter-FS methods to yield
improved classification accuracy through ensemble aggregation
cannot be overemphasized. This is lacking in many literatures.
A fundamental element of ensemble feature selection is com-
bining several FS methods to improve feature performance [20].
This stimulates this research work.

3. Ensemble types and filter feature selectionb methods

This section describes the ensemble FS methods. It clas-
sifies ensemble into different types stating the purpose of each
type in feature selection. It also describes the filter feature se-
lection methods that are used for the proposed work.

3.1. Ensemble Types
Ensemble FS is the process of combining multiple models

instead of one model. This can be categorized into two main
groups based on the type of feature selectors used: Homoge-
neous if the feature selectors are all the same type, and het-
erogenous if feature selectors are different. Homogenous en-
sembles exploit data diversity (data is partitioned into multiple
divisions), and a feature selection method is implemented in
each division, which results in achieving the final feature sub-
set (Figure 1). Heterogeneous ensembles, which exploit func-
tion diversity (multiple feature selection methods), are executed
on the same data, and the results of these FS methods aggregate
to find the best subset of features (Figure 2) [19].

Figure 1 shows that the same feature selection method is ap-
plied to subsets of the same dataset (subsample 1 to subsample

n) for feature selection. It is homogenous because the same fea-
ture selection method is applied to the subsamples of the same
dataset while it is data diversified because different subsets of
the dataset are extracted. Figure 2 on the other hand depicts
different feature selectors on the same dataset hence it is het-
erogenous, and function diversified.

3.2. Filter feature selection methods

Filters are FS methods that use a statistical rating metric
to measure the relevance of features. For a given set X =
{X1, X2, . . . , Xn} of feature size n, the filter methods calculate
a score function (Xi) according to the contribution of feature
Xi ∈ X to solve the text classification task. The feature weights
are ranked according to their estimated scores, and the features
with a score above the threshold are retained while the others
are discarded. Filter techniques can be cost-effective and easy
to use because the FS task does not involve any learning model.
Consequently, the researchers use a wide range of filtering-
based FS algorithms. Filters, in which they improve classifica-
tion accuracies while reducing processing time, are applied for
the purpose of obtaining more discriminative terms [17]. For
text classification purposes, several filter methods have been
used. Some of the most used filtering algorithms from the liter-
ature are ANOVA, Term Variance (TV), Distinguishing Feature
Selector (DFS), Information Gain (Infogain), Document Fre-
quency (DF), Relief, Symmetric Uncertainty (SU), Chi-square
(Chi2), and Correlation-based Feature Selection (CFS). These
are based on different metrics, univariate with reduced process-
ing time and less computational complexity than the wrapper
and have been proven effective in text classification applica-
tions [21–24]. Hence, they offer a unique perspective on feature
importance. Since filter methods assume feature independence
and cannot remove redundant features, this ensemble’s main
motivation is that the computational processing power of uni-
variate filters has been combined with improved voting mecha-
nisms to enhance discriminative filtering performance to obtain
the most important features. This will make features more per-
tinent to the label classes while reducing redundancies. The
filter univariate algorithms are briefly explained below:

1. Chi-square (Chi2): This method utilizes the test of inde-
pendence to assess whether the feature f is independent
of the target variable. It evaluates the association between
the presence or absence of a feature and the target vari-
able. It calculates the chi-squared statistic for each fea-
ture and the target variable. The higher the value, the
more relevant the feature with respect to the class C (tar-
get).

χ2 =
∑ (OVi − EVi)2

EVi
, (1)

where: χ2 = chi-square, OVi = observed value, and
EVi = expected value.

2. Infogain: It measures the reduction in entropy (uncer-
tainty) about the target variable after observing a fea-
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Figure 3. The proposed framework-MUNIFES.

ture. It measures how much information (infogain) a fea-
ture adds to the target variable. Features with higher in-
fogain are considered informative for distinguishing be-
tween classes.

Infogain(X, y) = H(y) − H(y|X), (2)
where:X = feature matrix, y = target vector,

H(y) = target variable entropy, and
H(y|X) = conditional entropy.

3. ANOVA: It shows the difference between two or more
means through significant tests. It measures the ratio
of between-group variance to within-group variance. It
evaluates the significance of feature variations with re-
spect to different classes. Features with higher scores are
considered more relevant. It computes the F-statistic for
each feature with respect to the target variable.

ANOVA(X, y) =
S S B

k
S S E

(n−k−1)

, (3)

where: X = feature matrix, y = target vector,
S S B = sum of squares between groups,
S S E = sum of squares within groups,

k = number of groups, n = total number of samples.

4. Proposed method

This section discusses the proposed method as a multi-
univariate heterogenous filter-based approach for ensemble
learning, as shown in Figure 3. MUNIFES framework consists
of three stages: (i) preprocessing, (ii) concatenated voting en-
semble with weighting condition (iii) classification methods -
evaluation of the selected feature subset for improved accuracy.
These are explained in the following subsections.

4.1. Preprocessing
Text-based preprocessing was carried out that involved the

removal of headers, punctuations, special characters, stop-
words. The text passed through Tokenization and Lemmati-
zation and is represented by the Term Frequency-Inverse Doc-
ument Frequency (TF-IDF). Despite the above preprocessing
steps, the feature dimension of the documents was still very
high, and the computation complexity was undesirable, result-
ing in minimal accuracy. To solve this problem, this paper

applies a trimming process to remove rare terms whose DF is
lower than 3 [20]. Removing terms with very low DF reduces
noise, which could lead to overfitting in the data. Features with
varied numbers from 100 to 1000 were selected for comparison
across feature selection methods.

4.2. Concatenated-weighted voting ensemble

The multiplicity concept of a multiset is utilized in this pa-
per [25]. A multiset is a collection of objects (called elements)
in which elements may occur more than once. The number of
times an element occurs in a multiset (multiplicity) is relevant,
and each occurrence contributes to the multiset’s cardinality
(the sum of the multiplicities of its elements). The word ”mul-
tiset” (often shortened to mset) abbreviates the term ”multiple-
membership set.”

x ∈n y, (4)
where: x is an element of y with multiplicity n.

x ∪ φ = x. (5)
x ∩ φ = φ. (6)
x ∪ x = x. (7)
x ∩ x = x. (8)

x ∪ y = y ∪ x. (9)
x ∩ y = y ∩ x. (10)

x ∪ (y ∪ z) = (x ∪ y) ∪ z. (11)
x ∩ (y ∪ z) = (x ∩ y) ∪ z. (12)

x ∩ (y ∪ z) = (x ∩ y) ∪ (x ∩ z). (13)
x ∪ (y ∩ z) = (x ∪ y) ∩ (x ∪ z). (14)

For example A = {1,2,3,4,5,6,7,8}, B = {1,2,4,5,7,8,9,11},
C = {1,2,4,6,7,8,9,10}

D = A ∪ B ∪C

= {|1, 1, 1, 2, 2, 2, 3, 4, 4, 4, 5, 5, 6, 6, 7, 7, 7, 8, 8, 8, 9, 9, 10, 11|}

Observe the different symbols adopted to stress the distinc-
tion between a traditional set: {}, and a multiset: {∥}. This could
be represented as “1 is an element in D with multiplicity 3”, “2
is an element in D with multiplicity 3”, “3 is an element in D
with multiplicity 1”. It could also be written as

A ∪ (B ∪C) = (A ∪ B) ∪C = (A ∪ B ∪C) ∈n D. (15)

That is D(1) = 3, D(2) = 3, D(3) = 1, D(4) = 3, D(5) = 2, D(6) =
2, D(7) = 3, D(8) = (3), D(9) = 2, D(10) = 1, D(11) = 1. From
here, it could be noted that the relevancy of an element (feature)
is its multiplicity across the sets (feature selection methods). An
element of frequency greater or equal to 2 is said to be relevant
across sets. Elements 1, 2, 4, 5, 6, 7, 8, and 9 are more relevant
in the above example. Also, though elements 3, 10, and 11 are
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Table 1. Recap of experimental atasets
Dataset Documents Number of Classes

20 − Newsgroup 18,846 20
17 − Newsgroup 16,075 17

less popular, either may contain weight that could be discrimi-
native enough to improve accuracy.

E = {|1, 2, 4, 5, 6, 7, 8, 9|}, F = {|3, 10, 11|}, G = {|E ∩ F|}

Fx represents elements in F with a weight greater or equal
to a given threshold.

4.3. Classification methods

The proposed features were tested on four different en-
semble methods, four linear classification and regression al-
gorithms, one optimization algorithm (Stochastic Gradient
Descent-SGD) and one Artificial Neural Network (Multi-Layer
Perceptron-MLP). The ensemble methods are to combine mul-
tiple weak classifiers to create a strong classifier [26]. They are
Random Forest (RF), Gradient Boost (GB), AdaBoost (ADA),
and Ensemble (It combines the projections of 8 base classi-
fiers to make a final prediction – Voting Classifier). The linear
classification and regression algorithms are Logistic Regression
(LR), Support Vector Machine (SVM), K-Nearest Neighbours
(KNN), and Multinomial Naı̈ve Bayes (NB). They are to evalu-
ate the selected features’ relevancy for improved classification
accuracy.

5. Experiments and performance evaluation

To evaluate MUNIFES, 20-Newsgroups and its variant 17-
Newsgroup datasets were chosen. The threshold feature selec-
tion k is set to range from 100 to 1000 at an interval of 100. The
varied numbers of feature selection from 100 to 1000 is justified
from the previous work [20]. The MUNIFES and other meth-
ods were coded in Python 3.11 with numpy, pandas, and scikit-
learn packages (latest versions). All experiments were con-
ducted with an Intel® Core™ i7-1165G7 2.80GHz CPU, 1TB
16GB RAM. The experimental results compared with bench-
mark feature selection methods are analyzed, and their averages
are calculated via 5-fold cross-validation.

5.1. Datasets

The 20-Newsgroups dataset, a popular benchmark collec-
tion [20], comprises about 20,000 documents collected from
20 different newsgroups, and the 17-Newsgroups dataset is a
variant of the 20-Newsgroup with 16,075 documents (It excepts
3 classes of soc.religion.christian, misc.forsale and alt.atheism
from 20-Newsgroup). After the preprocessing stage (removing
stop-words, lowercasing, and stemming), documents are repre-
sented by the TF-IDF model with a corresponding DF greater
than 3. The final selected features have sizes ranging from 100
to 1000 with an interval of 100. Table 1 recaps the experimental
datasets.

The dataset is divided into training, validation, and test sets.
A validation set is used to tune hyperparameters and make de-
cisions during training. To mitigate the effect of redundancy,
unique features were selected in the experiment to improve in-
terpretability, reduce the risk of overfitting, and enhance the
model’s generalization ability to new data.

5.2. Measurement criteria

This study evaluates the performance of MUNIFES through
accuracy (balanced dataset). Accuracy displays the percentage
of the correct classification of negative and positive samples.

Accuracy =
T P + T N

T P + FP + T N + FN
, (16)

where: T P = True Positive, T N = True Negative,
FP = False Positive, FN = False Negative.

5.3. Performance analysis of MUNIFES

To evaluate the strength and stability of MUNIFES, feature
selection methods, an ensemble of all the classifiers, and ANN
(MLP) are integrated to compare the two datasets. This can
be seen in Figures 4-7, evaluated by 8 classifiers, ANN and an
ensemble according to the size variation of the selected feature
subsets.

5.4. Performance of MUNIFES with 20-Newsgroup

The performance comparison between MUNIFES and base
FS methods on 8 classifiers is in Figure 4. MUNIFES outper-
forms other methods in all cases in terms of accuracy except
the KNN classifier in the chi2 method. More specifically, Chi-
square outperformed MUNIFES by 100 features on GB with a
mild difference of 0.003. For the KNN classifier, MUNIFES
recorded an increase of 0.006 on 100 features while it outper-
formed our method slightly on other feature intervals. As for
the performance comparison between MUNIFES and ensemble
FS methods in Figure 5, MUNIFES recorded the best perfor-
mance among the ensemble methods for accuracy. Also, MU-
NIFES on ANN classifier recorded the best performance among
the base FS methods.

5.5. Performance of MUNIFES with 17-Newsgroup

The performance comparison between MUNIFES and base
FS methods is in Figure 6. MUNIFES outperforms other meth-
ods in all cases in terms of accuracy except the KNN classi-
fier in the chi2 method. More specifically, Chi-square outper-
formed MUNIFES in the case of 400 features on GB with a
mild difference of 0.0038 and 300 and 400 features on RF with
a slight difference. For the KNN classifier, MUNIFES recorded
a higher number of 0.0010 on 100 features while it outper-
formed our method slightly on other feature numbers. As for
the performance comparison between MUNIFES and ensemble
FS methods in Figure 7, MUNIFES recorded the best perfor-
mance among the ensemble methods for accuracy. Also, MU-
NIFES on ANN classifier recorded the best performance among
the base FS methods.
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Figure 4. Accuracy comparison between MUNIFES and base FS meth-
ods for 20-Newsgroup on 8 classifiers.

Figure 5. Accuracy comparison between MUNIFES and base FS meth-
ods for 20-Newsgroup on ANN and Ensemble classifiers.

Figure 6. Accuracy comparison between MUNIFES and base FS meth-
ods for 17-Newsgroup on 8 classifiers.

Figure 7. Accuracy comparison between MUNIFES and base FS meth-
ods for 17-Newsgroup on ANN and Ensemble classifiers.

5.6. Statistical significance
To measure the statistical significance of the accuracy re-

sults between MUNIFES and other FS methods, a t-test was
6
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Table 2. Statistical significance of MUNIFES with infogain method - 20-
Newsgroup
Intervals t-statistic p-value Significant

100 17.391679 1.06 × 10−12 +

200 10.791724 2.73 × 10−9 +

300 6.864304 2.02 × 10−6 +

400 5.276900 5.12 × 10−5 +

500 4.323017 4.10 × 10−4 +

600 3.530491 2.39 × 10−3 +

700 2.893272 9.69 × 10−3 +

800 2.374246 2.89 × 10−2 +

900 2.172257 4.34 × 10−2 +

1000 1.990538 6.19 × 10−2 +

Table 3. Statistical significance of MUNIFES with infogain method - 17-
Newsgroup
Intervals t-statistic p-value Significant

100 18.53653 3.56 × 10−13 +

200 12.16363 4.06 × 10−10 +

300 7.591159 5.13 × 10−7 +

400 5.816223 1.65 × 10−5 +

500 4.779981 1.50 × 10−4 +

600 3.976414 8.85 × 10−4 +

700 3.300163 3.98 × 10−3 +

800 2.804303 1.17 × 10−2 +

900 2.562125 1.96 × 10−2 +

1000 2.36447 2.95 × 10−2 +

employed. Tables 2 and 3 show that MUNIFES accuracy re-
sults are statistically significant across all classifiers in all in-
tervals of feature selections for both datasets with a 90% confi-
dence based on the P-values for the Infogain method. Chi2 and
ANOVA experienced significance at a lower percentage level of
confidence.

These results validate the success of the MUNIFES method
against other FS methods used for the comparison.

5.7. Discussion

The proposed MUNIFES method is centred on multi-
univariate aggregation containing ranking, concatenation,
weighting, and voting. This utilized the computational pro-
cessing power of univariate filters with an enhanced weighted
voting mechanism to improve discriminative filtering perfor-
mance. From the experiment outcomes, SVM, GB, and SGD
lead in classification accuracies across the 8 classifiers. The
GB showed a higher value from 100 to 400 features ahead of
both SVM and SGD, while SVM took over from 500 to 1000
features, leaving GB and SGD in the second and third posi-
tions. The two classifiers were swapped between GB and SGD
on the second and third positions from 700 to 1000 features.
It could be seen that SVM achieved better performance with
a higher number of features. This is in line with previous re-
search [20, 27]. A comparison between MUNIFES and tradi-
tional base FS methods showed that the former performed bet-
ter than univariate feature selection methods. Chi2, anova, and

infogain methods consider the relevancy between features with
their target classes individually with varied considerable results,
while MUNIFES concatenated their results through a weighted
voting ensemble to pick the best among the equals. Compari-
son between MUNIFES and the ensemble of classifiers showed
on aggregate that the selected features through MUNIFES have
better accuracy than others. This is also evident in the ANN
classifier results from MUNIFES, which outperformed other FS
methods from all the classifiers. This shows that MUNIFES
is more robust discriminative and performs better classification
than FS univariate base methods.

6. Conclusion

This study aimed to enhance text classification performance
by employing a multi-univariate Feature Selection (FS) aggre-
gation strategy encompassing ranking, concatenation, weight-
ing, and voting mechanisms. Leveraging the computational
prowess of univariate filters coupled with an advanced weighted
voting mechanism, this approach aimed to elevate discrimina-
tive filtering efficacy. The novel method, termed MUNIFES,
was introduced to realize this objective. Three prominent uni-
variate filter FS techniques, namely Chi-square, ANOVA, and
Infogain, were utilized to identify the k best features. Each
feature’s weight was computed, and scores were documented
accordingly. Subsequently, features selected from each FS
method were concatenated, preserving their unique attributes
and frequencies. Features garnering a minimum majority vote
of 2 were chosen from the unique feature pool, with additional
consideration given to features with a vote below 2 but exhibit-
ing discriminative weight above a specified threshold. To val-
idate the efficacy of the proposed method, a series of experi-
ments were conducted, assessing accuracy using 8 classifiers
(SVM, LR, GB, RF, KNN, NB, SGD, ADA), ensemble clas-
sifiers, and ANN classifiers on both the 20-Newsgroups and
its variant 17-Newsgroup datasets. Overall, the results demon-
strated that MUNIFES surpassed other FS methods in perfor-
mance. However, it is noted that the predefined threshold
in filter-based feature selection methods, as adopted in MU-
NIFES, may impact both weight selection and feature size.
Additionally, the issue of redundancy warrants further inves-
tigation, particularly concerning variants of the 20-Newsgroup
dataset with fewer classes. Future research endeavors should
aim to identify an optimal threshold to stabilize outcomes
across diverse text datasets and mitigate redundancy in variant
datasets.
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