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Abstract

Globally, wind energy if properly harnessed, could serve as a source of energy generation in Africa. This study compared the performance of
two Machine Learning (ML) algorithms (Linear regression and Random Forest) in predicting wind speed in five major cities in Africa (Yaoundé,
Pretoria, Nairobi, Cairo and Abuja). Wind data were collected between January 1, 2000, and December 31, 2022, using the Solar Radiation Data
Archive. The data preprocessing was carried out with 80% of the data used for training and 20% for validation. The performance of these ML
algorithms was evaluated using Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Per-
centage Error (MAPE) and coefficient of determination (R2). The result shows that Nairobi (3.814795 m/s) closely followed by Cairo (3.606453
my/s) has the highest mean wind speed while Yaoundé (1.090512 m/s) has the lowest. Based on the performance metrics used, the two Machine
Learning algorithms were competitive. Still, the Linear Regression (LR) algorithm outperformed the Random Forest Algorithm in predicting
wind speed in all the selected major African cities. In Yaoundé (RMSE = 0.3892, MAE= 0.3001, MAPE =0.5030), Pretoria (RMSE=1.2339,
MAE=0.9480, MAPE=0.7450) Nairobi (RMSE= 0.4223, MAE =0.6499, MAPE =0.1872), Nairobi (RMSE=0.6499, MAE=0.5171, MAPE
=0.1872), Cairo (RMSE =1.0909, MAE =0.8544, MAPE =0.3541) and Abuja (RMSE = 0.70245, MAE =0.5441, MAPE= 0.4515) the Linear
regression algorithms was found to outperformed Random Forest Regression. Therefore, the Linear regression algorithm is more reliable in
predicting wind speed compared with the Random Forest regression.
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1. Introduction posited that atmospheric parameters play an important role in
electricity generation, with wind energy playing a major role in
such generation globally. According to Routray et al. [2], wind
speed prediction has been known to be integrated into grid en-
ergy for distribution, which can lead to citizen comfort. Routray
et al. [2] discovered that wind speed variation influences the

Energy generation and usage have been a serious challenge
throughout the entire world; thus, wind energy is one of the
most important to any government for the comfort of the cit-
izenry, which is known as unconventional energy. Emeis [1]

*Corresponding Author Tel. No.: +234-803-256-6053 tasks involved in energy generation operations. However, in the
Email address: aweda.francis@bowen.edu.ng (Francis Olatunbosun management of wind speed energy, different efficiency levels
Aweda ) influence the dynamic of some models used in the wind en-
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Figure 1. Map of African Countries showing the studied locations.

ergy prediction process in wind farms. However, the report has
shown that in the long-term prediction of wind speed energy,
short term varies in the interval of the wind speed energy, which
leads to the prediction and forecast application, which some-
times are very complex in the application for future occurrence,
but with the aid of machine learning, wind speed forecast will
help in the future prediction [3], in other words by using opti-
mize method [4]. Wind power optimization forecasting using
CFD or artificial learning is based on various algorithms Saini
et al. [5], more specifically, the use of deep learning algorithms
as reported by Ibrahim er al. [6], which was also supported
by Liu and Liang [7], that wind model forecast contribute to
the development of any society. According to Gross et al. [8],
methodologies in the prediction of wind speed application are
based on the pattern of the wind speed, which contributed to
the generation of electricity distribution for the comfort of the
citizens, and there are some energy losses in the transmission of
energy to different based stations across any country Mahmoud
etal. [9].

One of the supervised Machine learning algorithms that can
be used in wind speed prediction is the Linear regression al-
gorithm. Linear regression algorithm is a supervised machine
learning for predicting the target variable using the features or
input variables. The goal of this algorithm is to establish the lin-
ear relationship between the target variable and the input vari-

ables or features. Wind energy contributes to energy genera-
tion and production Aweda et al. [10]. This study will further
educate African countries on the importance of using wind en-
ergy as an alternative source of energy in Africa. This will be
one of the steps in addressing the energy challenge in Africa.
As reported by various studies Oyewole et al. [11]; Aweda et
al. [10]; Aweda and Samson [12]; Okada et al. [13], wind
speed has increased in some African countries, due to conti-
nental wind, tree plantations as well as the region placement
on the earth, and if properly harnessed, it will be beneficial to
regional development. Also, the use of Machine Learning is
an emerging area of research which could also be explored in
African countries. According to Nie et al. [14], wind power
energy plays an important role in the generation of electric-
ity type by improving the efficiency optimization of the wind
equipment’s power method. It has been reported that the en-
vironmental parameters depend on the wind speed, making the
system application easily predictable [15-17]. According to re-
search, renewable energy has contributed significantly to the
development of any country based on wind speed ([18-21]). In
recent years, Adams et al. [22] reported that green energy con-
tributes to the development of wind energy. Authors such as
(Routray et al. [2]; Oyewole et al. [11]; Aweda et al. [10];
Chen et al. [23]; Anjana [24]; Aweda and Samson [25]) have
demonstrated that wind energy contributes to the development
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of any society. Furthermore, as a result of clean energy, revolu-
tionary, and technological development, wind energy has gener-
ated human capacity growth in the development of any modern
city.

To this end, wind energy and power generation have been
reported to be preserved to overcome grid reliability issues
(Chen et al. [23]; Anjana [24]; Jamil and Zeeshan [26]). As
a result of the intensity and direction of development, this pro-
vides the amount of wind energy required for the scheduling
and planning of power stations for the next day, which will
be useful for future generation (Routray et al. [2]; Wang et
al. [27]; Malik and Yadav [28]; Demetriou et al. [29]). Ac-
cording to Routray et al. [2], a variety of statistical time se-
ries models based on various methodologies have been used for
wind speed prediction and analysis, as well as the use of vari-
ous artificial intelligence methods to forecast the occurrence of
wind speed features. Wind speed forecasting is based on pop-
ular Auto-regressive moving average (ARIMA), and Seasonal
autoregressive moving average (SARIMA) models, as well as
Multi-layer perception neural, SVM model, Autoregressive In-
tegrated Moving Average (AIMA) model, and neural network,
with PAERNN and PMERN, Ada Boost neural network, Back
propagation neural network, Artificial Neural Networks and
Decision Trees, among other models. However, the SARIMA
model was also used in the prediction of rainfall as reported by
(Murat et al. [30]; Murat et al. [31]). Due to the popularity of
Machine Learning algorithms, different industries and organi-
zations embrace them for prediction and forecasting purposes
in various applications Routray et al. [2]. According to Chaud-
hary et al. [32], meteorological parameters such as air tem-
perature, relative humidity, solar radiation, and wind speed are
based on the approach of machine learning. More so (Routray
etal. [2]; Aweda et al. [10]), reported that atmospheric data and
meteorological parameters are important factors in predicting
wind speed globally; however, if these parameters are modelled
using machine learning and some statistical tools, they produce
a good forecasting result. According to the report, Artificial
Neural Networks (ANN), Long Short Term Memory Networks
(LSTM), and Attention-Based Modeling are used for the pre-
diction and forecasting of wind speed for wider use in engi-
neering processes and procedures Makridakis ef al. [33].

Various authors, including (Venkatakrishnan et al. [17];
Taher and Karimi [34]; Reddy and Selvajyothi [35]; Patel et
al. [36]; Bhimarasetti and Kumar [37]), have reported that
the generation of electricity requires a large amount of capital.
Research has shown that wind speed prediction uses machine
learning algorithms, statistical models, and some neural net-
work models to forecast the features and tell the historical data
about wind speed in African stations. Rao ef al. [38] reported
that wind speed data were collected on an hourly basis to pre-
dict what would happen in a feature in India; however, for this
study, wind speed data were collected daily to determine what
the effect of weed speed is daily in the selected African stations.
(Mishra et al. [39]; Aweda and Samson [40]) reported that a se-
ries of data is available for the generation of wind speed that is
based on the prediction precision using a machine-learning al-
gorithm approach, whereas, in the old method, wind speed data

operate based on other meteorological data such as tempera-
ture, relative humidity, and rainfall, which have a significant
effect on the prediction of the feature of wind speed. According
to (Routray et al. [2]; and Aweda et al. [10]), energy is one of
the factors that contribute to the development of any economy.
However, many African countries rely on energy for develop-
ment and growth, and this adversary contributes to human de-
velopment and the efficiency of any society’s work. According
to the report, wind energy has been classified as renewable en-
ergy for the development of any economy, thereby increasing
the growth of any nation. Therefore, this study aims to pre-
dict wind speed using a machine-learning algorithm in selected
African stations. More so, the objective of the research is to
determine the feature occurrence and forecast of wind speed
in the selected African stations for energy generation to reduce
the lack of energy experienced in African stations. This study is
very significant considering the importance of wind energy as
a major source of renewable energy which is one of the clean-
est and most sustainable ways of generating electricity with no
toxic pollution or global warming emission. Wind is also abun-
dant in some cities in Africa which could help some energy
problems confronting Africa. The use of Random Forest has
gained popularity in recent years due to its ability to capture
non-linear relationships, its stability and interpretable abilities.
For instance, Ho et al. [41] explored the use of Random Forests
to predict short-term wind speed in coastal Taiwan. Similarly,
other studies have also employed and established the forecast-
ing accuracy of Random Forest in wind speed prediction (San-
tos et al. [42]; Zheng et al. [43]; Fitipaldi et al. [44]). Also,
Aweda et al. [10] employed the use of machine learning al-
gorithms including linear regression algorithms to investigate
wind speed as a source of energy for some selected stations in
Nigeria. The use of the Linear regression algorithm was also
applied by Karasu ef al. [45] to predict wind speed in Turkey.
To the best of the researchers’ knowledge, most of the stud-
ies that employed the use of these algorithms were carried out
outside Africa with the exemption of that of Aweda et al. [10]
that focused on some selected in Nigeria stations. The need
to extend this to other countries in Africa is one of the major
motivations for this study.

Furthermore, the demand for dependable methods to fore-
cast wind speeds accurately, which is essential for maximiz-
ing the efficiency of renewable energy production most espe-
cially in Africa with an abundance of wind also necessitated
this study. Energy production has been a major challenge in
Africa and this has adversely affected socio-economic develop-
ment in Africa. As a result, this study applied Linear Regres-
sion and Random Forest algorithms for predicting wind speed
in selected major cities in Africa. This is believed will enhance
energy generation in Africa through a reliable forecast of wind
speed in these stations.

2. Research methodology

2.1. The study area and their locations
The African sub-region stations chosen for this study were
divided into several divisions, and the coordinates of each sta-
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Table 1. African Station division according to their regions and period of data collection.

Station Division Country Longitude Latitude Period of Data
Abuja Hinterland Region ~ Nigeria 07.399° W 09.077° N 1980 — 2022
Cairo Nile Valley Region  Egypt 30.0444° N 31.2357°E 1980 — 2022
Nairobi Highland Region Kenya 1.2921° S 36.8219° E 1980 — 2022
Pretoria Coastal Region South Africa 25.7479° S 28.2293° N 1980 — 2022
Yaoundé Hinterland Region =~ Cameroon 3.8480° N 11.5021° E 1980 — 2022

Decision Tree-1 Decision Tree-2 Decigion Tree-N
Result-1 Besult-2 Result-N
\— #-l Majority voting/ Averaging ‘——/
Final Result

Figure 2. Pictorial illustration of Random Forest regression.

tion are listed and shown in Table 1 and Figure 1. These stations
are classified as North, South, East, West, and Central Africa.
Based on its region and location, this station was chosen to de-
termine the rainfall pattern across African stations. The follow-
ing locations were chosen for this study: Abuja (07.399° W,
09.077° N), Cairo (30.0444° N, 31.2357° E), Nairobi (1.2921°
S, 36.8219° E), Pretoria (25.7479° S, 28.2293° N), Yaoundé
(3.8480° N, 11.5021° E). However, the study spanned from
1980 to 2022 across all stations considered.

2.2. The process of data collection

Using the Modern-Era Retrospective Analysis for Re-
search and Applications, version 2 (MERRA-2) technique,
monthly wind speed data for selected African stations were
obtained from the HelioClim-1 (www.soda-pro.com) archives.
HelioClim-1 data for the study years was accessed on May 1,
2023. This is a credible data source for wind speed and has been
used by other researchers (Bright et al. [46]; Mamani & Hen-
drick [47]). The data was then collected and processed for a few
minutes before being downloaded. The downloaded data was
filtered using Excel packaged to separate the combined data.
The data date was chosen to coincide with two solar circles to
provide activities that occurred during the study period. The
following are the coordinates for the stations used as shown in
Table 1. However, the data for the stations used were obtained
from the Solar Radiation Data Archive from 1980 to 2022, as
reported by Gelaro et al. [48].

2.3. Machine learning algorithms used

The features used in this study are time series-based fea-
tures using the past four months’ data as the features while
the target variable is the present month’s wind speed. This
means that in building these Machine Learning algorithms, the
last four months’ wind speeds were used to predict the present
month’s wind speed. The use of four previous lag values of
wind speed is believed to help provide a more reliable and real-
istic forecast than using other variables such as pressure gradi-
ent, wind movement, ocean current, and air temperature among
others which cannot be obtained in advance. Two supervised
Machine Learning algorithms: Linear Regression and Random
Forest regression. Random Forest (RF) is one of the supervised
learning algorithms. Random Forest makes use of resembling
methods, a method that combines the result of prediction from
multiple decision trees on various sub-samples of the dataset
and uses the majority vote to improve the predictive accuracy
and control overfitting. Linear Regression also belongs to the
class of supervised learning where the target feature, as well as
the regressors, are also numerical. Linear regression algorithm
predicts the target features based on the numeric independent
features in this case the past four months’ wind speed. The
choice of Random Forest was premise on the fact that it has the
potential to account for non-linear relationships between fea-
tures and the target variable (Ho et al. [41]), unlike the linear
regression algorithm that assumed a linear relationship between
the features and the target variable (Aweda et al. [49]). The
study considered these two Machine Learning algorithms be-
cause the study wants to investigate whether wind speed in the
selected major cities in Africa can better be predicted by lin-
ear regression algorithm which expresses the present month’s
wind speed as a linear combination of the previous four-month
values or by an algorithm that accounts for the non-linear rela-
tionship between the present month’s wind speed values and
the previous four months’ values. This is one of the major
motivations for this study. The loss function used in evaluat-
ing the performance of these ML algorithms Mean Square Er-
ror(MSE), Root Mean Square Error (RMSE), Mean Absolute
Error (MAE), Mean Absolute Percentage Error (MAPE) and
coefficient of determination (R?) were used. These performance
metrics have also been used to evaluate the performance of Ma-
chine Learning algorithms in similar studies (Drisya et al. [50];
Ho et al. [41]; Fitipaldi et al. [44]; Routray et al. [2]). Each of
these performance metrics is defined below:

1 & N2
MSE:EZ(Wi—Wi) .

i=1
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where, W; is the actual wind speed, W,- is the predicted while w
is the mean wind speed.

Figure 1 shows the pictorial representation of the Random
Forest regression as provided by Khan et al. [51]. To assess the
performance of these Machine Learning models on the unseen
data, the hold-out method was used. The data were divided into
training and testing sets with 80% of the data as training and
20% as test data.

2.4. Data preprocessing

Data preprocessing was carried out to identify any case of
missing values and outliers. Appropriate Python libraries was
used for this purpose. For instance, to check for missing values,
.snull().sum () was used and the result returned zero indicating
that there is no missing value. The summary statistics were
used to check for outliers and the result indicated that there is
no evidence of outliers while data transformation was done us-
ing normalization. This was done using the Standard Scaler
() after importing Standard Scaler from sklearn. preprocessing
which is present in the scikit-learn library. This standardization
transforms the data to have a mean of zero and a variance of 1.

3. Results and discussion

3.1. Descriptive statistics for wind speed in the selected cities

The result of descriptive statistics shows the mean wind
speed in Nairobi (3.8148 m/s) was higher than that of other
African cities. The maximum wind speed of 2.6900 m/s was
obtained in Yaoundé while for Pretoria, Nairobi, Cairo and
Abuja the maximum wind speed of 8.7600 m/s, 7.2700 m/s,
9.7300 m/s and 7.4500 m/s were obtained respectively. This
implies that Cairo had the highest maximum wind speed while
the minimum wind speed obtained in Yaoundé was lower than
that obtained in other cities. The standard deviation for wind
speed was higher in Pretoria (1.2963 m/s) was higher than that
of other cities. This indicates more variation in wind speed in
Pretoria than in other locations while in Yaoundé, wind speed
varies less compared with other African cities considered. The
histogram plots in Figure 3 reveal that wind speeds in Yaoundé,
Pretoria, Cairo and Abuja were all positively skewed (skewed
to the right) while that of Nairobi was skewed to the left. The
plots of the variation of wind speed for selected African stations
are presented in Figure 4 this shows no noticeable trend in wind
speed.

™ (@)

)

Figure 3. Histogram plot for selected African, (a) Yaounde (b) Cairo (c)

Pretoria (d) Abuja (e) Nairobi.
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Table 2. Descriptive statistics for wind speed in the five selected cities in Africa.

Variables African cities

Yaoundé Pretoria Nairobi Cairo Abuja
No of observations 8401 8401 8401 8401 8401
Mean 1.0905 2.4336 3.8148 3.6065 1.9086
Standard deviation ~ 0.4885 1.2963 1.2541 1.2126 0.8268
Minimum 0.0100 0.0400 0.0800 0.0800 0.0200
25% 0.7200 1.4700 2.9200 2.8200 1.3400
50% 1.0900 2.2800 3.9300 3.6300 1.8600
75% 1.4500 3.2000 4.7500 4.3800 2.3900
Maximum 2.6900 8.7600 7.2700 9.7300 7.4500

3.2. Monthly trend in wind speed in the selected major cities in
Africa

The average monthly wind speed in each of the selected
cities was plotted and the Figures obtained are as shown in Fig-
ure 5. These Figures indicated that in Nairobi, Pretoria, and
Abuja, wind speed decreased from January to February while
in Yaounde and Cairo, the reverse was the case as there was
a downward trend in wind speed between these two months.
Wind speed was also found to be at its lowest value in Decem-
ber in both Abuja and Yaoundé while in Cairo and Nairobi, the
lowest wind speed in the year occurred in September and June
respectively. There was variation in the months of the year with
the peak wind speed in the selected cities in Africa.

Furthermore, the results show that the wind speed pattern at
each station is nearly identical, indicating that the wind speed
at the chosen station moves at a similar rate, which can increase
wind energy production across the entire nation. However,
when wind energy output is increasing, short-term wind speed
predictions are critical. Furthermore, the maximum wind speed
for the stations ranged from 9.0 to 6.0 m/s, while the minimum
wind speed ranged from 0.1 to 4.0. The minimum wind speed
observed in Pretoria was in March (2.22 m/s), while the maxi-
mum wind speed observed was in October (2.49 m/s); however,
the results revealed that the maximum wind speed observed in
Pretoria could not be enough to power a turbine during such a
period due to the low speed. In Yaoundé wind speed was lowest
in December (1.07 m/s) and highest in April (1.12 m/s), indi-
cating that the wind speed recorded in Yaoundé is low in com-
parison to other stations. The wind speed for Nairobi, as shown
has a minimum value in April (3.75 m/s) and a maximum value
in November (3.85 m/s). This demonstrates that Nairobi has a
high wind speed when compared to other stations. The wind
speed result for Cairo shows that the lowest value was recorded
in September (3.525 m/s) and the highest value was recorded
in May (3.701 m/s). The results show that Cairo has the high-
est wind speed when compared to other stations, which could
be due to the proximity to the ocean and the resulting ocean
breeze. The results of Abuja wind speed show that the mini-
mum value of wind speed was recorded in December (1.82 m/s)
and the maximum value of wind speed was recorded in Febru-
ary (1.99 m/s), indicating that Abuja wind speed was lower than
that experienced at other stations. However, it demonstrates that
Abuja’s wind speed was insufficient to power any wind turbine.

Pretoria(m/s)) Vs Date Nairobi(m/s) Vs Date

— Pretoria(m/s) = Nairobi(m/s)

Jon Mar Vay ¥ wp Nov Jan Mar May Ji Sep Now
Yaoundé(m/s) Vs Date Abujalmis) Vs Date

1 — Yaoundé(m/s) = Abuja(mjs)

M M. I Sey e
fan ar nd Dm" P o Jan Mar May l Sep Now
Date

Cairo(m/s) Vs Date

3700 — Chiro(m/s).
3675
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Figure 5. Monthly variation of wind speed trend in selected African
stations.

3.3. Comparative performance of linear regression and ran-
dom forest algorithm

Results in Table 3 show that the Linear regression algo-
rithm outperformed Random Forest regression in all cities. Re-
sult in Table 3 presents the coefficient of determination ob-
tained using the linear regression algorithm was higher than
that of Random Forest (RF) regression in Yaoundé (R?> =
0.4183 versus 0.36870), Pretoria (R?2 = 0.1195 versus 0.0674),
Nairobi (R? = 0.7093 versus 0.6780), Cairo (R?> = 0.1900 ver-
sus 0.1511) and Abuja (R? = 0.3217 versus 0.2673). This
implies that the Linear regression algorithm provided a bet-
ter fit to the data than the Random Forest regression. The re-
sult of the forecasting performance of these algorithms shows
that the Linear regression algorithm gave the least values of
Mean Square Error (MSE), Root Mean Square Error (RMSE),
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Figure 6. Graph of the actual and predicted wind speed for African
stations based on Linear regression algorithm ((a) Yaoundé (b) Nairobi
(c) Cairo (d) Pretoria (e) Abuja).

Mean Absolute Error (MAE) and Mean Absolute Percentage
Error (MAPE) in Yaoundé (MSE = 0.1515, RMSE =0.3892,
MAE=0.3001), Pretoria (MSE= 1.5226, RMSE =1.2339,
MAE = 0.9480, MAPE=0.7450), Nairobi (MSE =0.4223,
RMSE=0.6499, MAE =0.5171, MAPE=0.1872), Cairo (MSE
=1.1890, RMSE =1.0909, MAE =0.8544, MAPE = 0.3541)
and Abuja (MSE=0.49343, RMSE =0.70245, MAE = 0.5441,
MAPE = 0.4515). These results therefore established the su-
periority of the Linear regression algorithm over the Random
Forest regression in predicting wind speed in these selected
major cities in Africa. In terms of the predictive performance
based on RMSE and MAE, the highest RMSE for the Linear re-
gression algorithm was obtained in Pretoria (RMSE = 1.5226,
MAE=1.2339) while the lowest RMSE and MAE was obtained
in Yaoundé (RMSE = 0.1515, MAE=0.3001). This implies
that Linear regression algorithm performed better in Yaoundé
than other stations. Furthermore, the predictive performance
of the Random Forest (RF) was better in Yaoundé (RMSE =
0.401090, MAE = 0.3119) and worst performance in Cairo
(RMSE =1.266653, MAE = 0.8837) compared to other selected
cities. Detailed results are presented in Table 3. The plots of the
actual and predicted wind speed in these selected major cities in
Africa based on the Linear regression algorithms are presented
in Figure 6. This was done to visualize the performance of this
algorithm.

Figure 6(a-e) show the actual and predicted wind speed
based on the Linear regression algorithm. From the Figure, it
can be deduced that there is a substantial agreement between ac-
tual and predicted wind speed using the Linear regression algo-
rithm. The two values were almost indistinguishable as shown
in Figure 6(a-e) indicating that the Linear regression algorithm
has proven to be able to adequately capture the dynamic nature
of wind speed in the selected major cities in Africa. The result
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Figure 7. Histogram Representation of Wind Speed Variation Across
the Stations ((a) Yaoundé) (b) Nairobi (c) Cairo (d) Pretoria (e) Abuja

of this study favoured the linear regression algorithm over Ran-
dom Forest. One possible explanation for this could be that the
linear regression is generally more interpretable than Random
Forest. Random Forest fails to generalize well if the problem
space is not stable. Though, the linear regression also performs
poorly when the number of variables is too many this is not the
case as only four features were considered and this same num-
ber of features was used in training the two Machine Learning
models. Aside from the predictability advantage of the linear
regression algorithm, the model also demonstrated better pre-
dictive accuracy in predicting wind speed in the selected cities
in Africa over Random Forest as revealed by the performance
metrics (MSE, RMSE, MAE, MAPE and R?).

Findings showed wind speed in most of the selected cities
were positively skewed which is consistent with that obtained in
similar studies (Meenal et al. [52]; Samuel et al.[53]; Verma et
al. [53]). This study also established the superiority of the lin-
ear regression algorithm over random forest regression which
is corroborated by Verma et al. [54] which found that the lin-
ear regression performed better than random forest regression
in wind speed forecasting in Brussel, Belgium. This finding is
in line with that of studies by Meenal et al. [51] where the ran-
dom forest regression was found to out-form linear regression
and Support Vector Machine (SVM). This discrepancy may be
due to the differences in the study area as the former study was
carried out in India while the present study was carried out in
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Table 3. Comparative result of Linear regression and Random Forest Regression.

Cities Linear regression Random Forest Regression

MSE RMSE MAE R? MAPE MSE RMSE  MAE R? MAPE
Yaoundé¢ 0.1515 0.3892 0.3001 0.4183 0.5030 0.160873  0.401090 0.3119 0.3687 0.5258
Pretoria  1.5226 1.2339  0.9480 0.1195 0.7450 1.577885 1.256139 0.9769 0.0674 0.7628
Nairobi ~ 0.4223 0.6499 0.5171 0.7093 0.1872 0.464514  0.681553 0.5466 0.6780 0.1995
Cairo 1.1890 1.0909 0.8544 0.1900 0.3541 1.125457 1.266653 0.8837 0.1511 0.3660
Abuja 0.49343 0.70245 0.5441 03217 0.4515 0.5330 0.73007  0.5654 0.2673 0.4645

MSE- Mean Square Error, RMSE- Root Mean Square Error, MAE- Mean Absolute Error, MAPE- Mean Absolute Percentage
Error

Africa with its unique wind speed pattern. This finding that
favoured linear regression was not corroborated by that of Ho
et al. [41], Drisya et al. [50] and Samuel et al. [53] which
favoured Random Forest. This discrepancy could be a result
that these studies considered only random forests as the linear
regression algorithm was not considered in their studies.

Figure 7(a-e) depicts the frequency distribution of wind
speed for all stations considered. It was discovered that the
highest frequency observed in all stations is approximately
>1700. This demonstrates that not all of the stations are located
in the same climate zone. The minimum value was recorded
across all stations (Frequency < 200). This demonstrates that
the stations are located in a variety of climate zones, with two
to three of them located in the continent’s coaster region due to
their proximity to the ocean, which may influence the station’s
increased wind speed. Furthermore, the frequency distribution
of wind speed in all considered stations revealed that Abuja had
the highest frequency (Frequency>160). Pretoria shows a lower
frequency distribution (Frequency < 200).

4. Conclusion

The use of wind speed prediction using machine learning
over selected stations in Africa for this study represents the im-
portance of wind speed around the world. This study demon-
strated the use of linear regression algorithms and Random For-
est (RF) in predicting wind speed in five major cities in Africa.
Results indicated that these cities exhibited different patterns
in wind speed as revealed by the month of the year with peak
and lowest values of wind speed. The superiority of the lin-
ear regression over Random Forest has been demonstrated in
this study with these Machine learning algorithms giving a re-
liable prediction of wind speed as indicated by the values of
the performance metrics used. Nevertheless, there is a need for
further studies on wind speed prediction using machine learn-
ing algorithms other than those considered in this study. Also,
further studies are required in the area of the use of deep learn-
ing algorithms such as CNN, and LSTM among others in pre-
dicting wind speed in African countries. This study can also
be extended to other cities in Africa aside from these five ma-
jor cities considered in this study. Consequent to this study,
it is very crucial that more cutting-edge research needs to be
done in the area of renewable energy. This will help in pol-
icy formulation on how to fully harness the potential of wind

power generation given the fact that inadequate power gener-
ation is a major problem in Africa. Therefore, as reported by
Samson and Aweda [55], it would be recommended that the
African government should make it a point of duty to invest
in research for the development of the continent. Collaboration
among governments, private sectors, and pertinent international
organisations is essential to pool resources and expertise for the
widespread implementation of wind energy projects in Africa.
African nations ought to provide incentives, such as tax incen-
tives, to stimulate private investment in wind energy initiatives.
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