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Abstract

This study proposed a machine learning approach to predict the scalability of broadband networks, which is crucial for ensuring fast and reliable
internet connectivity. Scalability measures a network’s ability to handle increasing users, devices, and data traffic without compromising perfor-
mance. The researchers leveraged the strengths of Random Forest (RF) and Support Vector Machine (SVM) algorithms to predict scalability. A
large dataset of 40,000 data points was collected, focusing on six key metrics: Response Time, Bandwidth, Latency, Error Rate, Throughput, and
Number of Users Connected. The data was preprocessed and divided into training and testing sets (80:20 ratio). Both RF and SVM algorithms
were trained on the dataset, and a comparative analysis was conducted to determine which algorithm performed better. The results showed that
the RF model outperformed the SVM model, achieving an accuracy of 95.0% compared to 91.0%. The RF model also exhibited higher precision,
recall, and AUC scores. Feature importance analysis revealed that Response Time and Throughput were the most significant factors in determin-
ing network scalability. The study demonstrated the effectiveness of the RF model in predicting broadband network scalability, with a lower loss
value (0.0133 for training and 0.0160 for validation) compared to the SVM model. This approach will help network operators and administrators
predict and improve network scalability, ensuring reliable and fast internet connectivity. The study contributes to the development of machine
learning-based solutions for broadband network performance evaluation and optimization.

DOI:10.46481/jnsps.2024.2093

Keywords: Broadband networks, Machine learning, Network performance metrics, Random forest, Support vector machine

Article History :
Received: 21 April 2024
Received in revised form: 16 June 2024
Accepted for publication: 28 June 2024
Published: 27 July 2024

© 2024 The Author(s). Published by the Nigerian Society of Physical Sciences under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this

work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI.

Communicated by: O. Akande

1. Introduction

The word “broadband” refers to a broad category of tech-
nologies that provide families, businesses, and other institu-
tions with high-speed internet access. Broadband networks

∗Corresponding author: Tel.: +234-810-738-1867.

Email address: g.james@topfaith.edu.ng (Gabriel James )

are high-speed, high-capacity transmission networks that can
handle multiple types of data, traffic, and signals at once; this
makes it play a crucial role in modern communication, support-
ing various applications and services that require high-speed
internet connectivity. These networks are designed to provide
fast and reliable internet connectivity, enabling the transfer of
large amounts of data at high speeds. The key characteristics of
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broadband networks are their performance abilities which are
determined by some key metrics such as; capacity, speed, mul-
tiple signal capacity, bandwidth, and scalability, with scalability
as the most important metric. Scalability here means the abil-
ity of a broadband network to efficiently handle and accommo-
date growth in user demand, data traffic, and connected devices
while maintaining optimal performance. Scalability is a critical
aspect of network design, ensuring that the network can expand
or contract seamlessly to meet changing requirements without
significant degradation in speed, capacity, or service quality.
Broadband network scalability is particularly crucial in the con-
text of rapidly evolving technologies such as the proliferation of
connected devices, and the increasing demand for high-speed
internet access. As user requirements change and data traffic
grows, a scalable network ensures that service providers can
meet these demands without significant disruptions or the need
for extensive redesigns. Scalability contributes to the long-
term viability and competitiveness of broadband networks in
meeting the needs of users and supporting emerging applica-
tions and services. Poor scalability in broadband networks can
have various detrimental effects on service providers and end-
users. Thus, to effectively address these challenges, broadband
networks must be designed and maintained with scalability in
mind.

According to Ruan et al. [1], Network Scalability refers
to the capability of a network to handle increased demands
and grow its capacity as the need arises. It involves design-
ing and implementing a network infrastructure that can accom-
modate rising traffic, data volume, and user requirements with-
out compromising performance or reliability [2]. So, evaluat-
ing the scalability of a broadband network with emphasis on
some key factors is crucial to ensuring the ability to accommo-
date the growing demands of users and applications over time.
Network planners and administrators could benefit from a me-
thodical analysis of these aspects as it could shed light on how
scalable broadband networks are both presently and in the fu-
ture, which could improve proactive planning. Proactive plan-
ning and routine evaluations are necessary to guarantee that the
network can adapt and satisfy the needs of a constantly shift-
ing digital environment [3, 4]. Many technologies have been
employed to predict the scalability and performance of broad-
band networks which has further improved the performance of
broadband networks. For example, Umoren et al. [3] employed
a fuzzy knowledge-based method and a computational intelli-
gence framework with numerous criteria. VHD methods use
the Adaptive Intelligence Multi-Factored Algorithm (AIMFA)
and the Multi-Criteria Algorithm to anticipate the performance
of a mobile broadband communication network. A highly
skilled optimal-based handoff decision algorithm was produced
as a result of the work, and it helped to reduce the ping-pong ef-
fect and call drops that network operators face to provide more
effective service. Also in 2020, Ituma et al. [5] used a Fuzzy
type 1 to provide a precise and accurate solution to the packet
switching problem, as opposed to non-linguistic specifications
which produce unreliable solutions. With the use of their under-
lying notion of linguistic variable definitions for variables with
uncertainties that have gone largely unacknowledged, the tech-

nique was able to ensure increased quality of service; this is re-
lated to the idea of accuracy. Ituma et al. [6] work used a fuzzy
logic-based methodology to optimize packet switching in wire-
less communication systems. To do this, their primary packet-
switching factors were determined and examined. The factors
investigated were: transmitted packet length (TPL), packet loss
(PL), packet arrival rate (PAR), traffic intensity (TI), latency
(L), or delay. Data from an already-existing organization—the
Akwa Ibom Broadcasting Corporation (AKBC), a Third Gener-
ation (3G) government-owned business based in Uyo was used.
It was noted that research was also done on how some of these
elements interacted with the total network throughput. They
were shown to exhibit comparable patterns as well, demon-
strating the significant dependency or correlation between the
various factors and the total network throughput [5, 6]. The
majority of research went so far as to use machine learning
models to assess, forecast, and figure out broadband networks’
performance capabilities. The creation and study of statistical
algorithms that can learn from data and generalize to new data,
allowing them to carry out tasks without explicit instructions,
is the focus of the artificial intelligence discipline [7, 8]. By
applying statistical models and algorithms to analyze and de-
duce patterns in data, it is used to create computer systems that
can learn and adapt without having to be explicitly instructed
[9, 10]. Machine learning is a key technology for making pre-
dictions and achieving accuracy when working with datasets
[11], By applying machine learning to a dataset, it is possible
to uncover insights, identify trends, and make informed deci-
sions with greater accuracy [12].

Deep learning (DL) is a class of machine learning algo-
rithms that uses multiple layers to progressively extract higher-
level features from the raw data (input) [3–14]. The adjective
”DEEP” refers to the use of multiple layers in the network in
either supervised, semi-supervised, or unsupervised methods.
It is more of a mathematical distribution for complex behav-
ior than traditional machine learning. One such DL model is
the Convolutional Neural Network (CNN) which is most com-
monly employed in computer vision [11]. Given a series of
images or videos from the real world, with the utilization of
a CNN, the AI system learns to automatically extract the fea-
tures of these inputs to complete a specific task, e.g., image
classification, face authentication, and image semantic segmen-
tation. Different from fully connected layers in MLPs, in CNN
models, one or multiple convolution layers extract the simple
features from input by executing convolution operations [15].
Each layer is a set of nonlinear functions of weighted sums
at different coordinates of spatially nearby subsets of outputs
from the prior layer, which allows the weights to be reused
[16]. Indeed, selecting the right machine learning algorithm
depends on several factors, including, but not limited to: data
size, quality, and diversity, as well as what answers businesses
intended derivable from that data. Additional considerations
include accuracy, training time, parameters, data points, and
much more [17]. Therefore, choosing the right algorithm is a
combination of business needs, specifications, experimentation,
and time available [18].

According to Eyceyurt et al. [19], applying machine learn-
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Figure 1: Conceptual framework of the proposed model.

ing to assess a broadband network’s scalability entails employ-
ing models and algorithms to analyze data, spot trends, and
forecast how the network will function in different scenarios.
It is important to approach machine learning with a full grasp
of the network’s architecture, domain expertise, and the unique
scalability difficulties faced by the broadband network [19].
Machine learning can offer useful insights into network scal-
ability. The quality of the data, feature selection, and ongoing
model improvement over time are critical to the machine learn-
ing approach’s effectiveness [20, 21].

However, it has been noticed that all these works are
network-centered as all gear towards enhancing the functional
ability of the network alone. But our concept shall be user-com
user-networks centered as it will help enhance the performances
of the broadband network and as well accepting more users with
user-friendly experiences. This work, Comparative Analysis of
Support Vector Machine and Random Forest Models for Pre-
dicting the Scalability of Network Broadband. This approach
leverages the strengths of the Machine Learning Model based
on RF and SVM Algorithms to enhance accuracy and robust-
ness for the specific problem of the prediction of broadband
network scalability. This approach is motivated by the comple-
mentary nature of RF’s ensemble learning and SVM’s ability
to handle non-linear decision boundaries, which enhances the
prediction accuracy and robustness for the specific problem of
broadband network scalability.

2. Methodology

Computational intelligence (CI) otherwise known as ma-
chine learning (ML), is an offshoot of the field of data analytics
and pattern analysis which are both domains of artificial intel-
ligence. It is made up of several arithmetic expressions that en-
hance its capability to carry out reliable predictions for a given
task. Because of its vast application areas, ML has become a
very unique tool for researchers, engineers as well as data sci-
entists to build detection and prediction systems [22, 23]. In this
unit, we shall examine in detail, the machine learning technique
used to enhance the prediction of the scalability of broadband
networks.

Figure 1 shows the framework for the hybrid intelligent
models for the evaluation of the scalability of broadband net-
works.

2.1. Overview of the major components of the framework

2.1.1. Data pre-processing
Data pre-processing is a crucial step in the machine learn-

ing pipeline that involves cleaning, transforming, and organiz-
ing raw data into a format suitable for training and evaluating
models. The ultimate goal is to ensure that the data is clean,
relevant, and well-suited for training a model that can general-
ize well to new, unseen data. In this work, we identified and
dealt with missing values by directly removing all instances
with missing values, duplicates, and outliers using the RF built-
in missing value handler. The MinMaxScaller techniques were
used to perform the Data Transformation process where fea-
tures were scaled, encoded, and dimensionally reduced. For
encoding the OHE methods were used. The Data was normal-
ized to the common range using Normalizer and the relevant
features were selected with the Random Forest features selec-
tion. The dataset was then divided into training and testing sets
in the ratio of 80:20 to assess/validate the models’ performance
on unseen data.

2.1.2. Data Collection
The broadband networks dataset which consists of about

40,000 data points was collected from Coquina Software Com-
pany Limited, F3 Ewet Housing Extension, Uyo, Akwa Ibom
State, Nigeria; a well-known software company in Akwa Ibom
State that offers broadband internet services. The data contains
historical data on network performance, including bandwidth
usage, latency, error rates, and other relevant metrics. The NS-
3 Network Simulator was used to simulate network scenarios
and the Prometheus software platform was used to collect and
store network data; this data was then passed through the vari-
ous pre-processing stages of preparations and usage in the ma-
chine learning model training. Relevant features were identi-
fied which may impact network scalability. This includes the
number of users, response time, Bandwidth, Latency, error rate,
Throughput, and the class representing the scalability as the
target features. The raw data was transformed into a format
suitable for machine learning, ensuring that it reflects the key
aspects of network behavior, and split into training and testing
sets to train and evaluate the model’s performance with the per-
centage of 80:20; where 80% representing 32,000 was used as
training data sets and 20% representing 8,000 was used as test-
ing data sets and Table 1 contains a segment of the dataset.

2.1.3. Random forest algorithm (RFA)
The Random Forest algorithm is an ensemble learning

method used for both classification and regression tasks. It op-
erates by constructing a multitude of decision trees during train-
ing and outputs the mode of the classes (for classification) or
the mean prediction (for regression) of the individual trees [24–
26]. It builds multiple decision trees by sampling the training
data with replacement. This process, known as bootstrapped
sampling, ensures that each tree is trained on a slightly dif-
ferent subset of the data. In addition to sampling data points,
Random Forest introduces randomness by considering only a
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Table 1: Sample dataset.

Response
time (ms)

Band width
(Mbps)

Latency
(ms)

Error rate
(%)

Through put
(Mbps)

Users connected Class

109.83 40 22.48 1.7 100.59 51 1
97.23 78 19.31 1.4 110.33 51 1
112.95 112 23.24 1.8 80.37 58 1
130.46 130 27.62 2.2 71.90 42 1
95.32 50 18.83 1.3 102.14 33 1
72.45 100 51.41 1.2 82.47 30 1
118.95 100 51.40 3.9 78.93 56 1
56.74 100 51.41 2.8 75.40 60 0
100.21 100 51.41 2.3 71.87 33 1
56.76 100 51.40 1.2 68.34 60 0
73.55 100 51.41 1.9 64.80 50 1
39.41 100 51.40 0.8 61.27 40 0
54.23 100 51.40 1.5 57.74 50 0
34.56 100 51.10 2.7 54.20 50 0

Figure 2: Confusion metric plot for the hybrid model.

Table 2: Sample dataset.

Model Accuracy Precision Recall F1-
score

AUC

1 RF 1.0000 1.0000 1.0000 1.0000 1.0000
2 SVM 0.9082 0.8231 0.6563 0.7303 0.8117

random subset of features at each split in the decision tree. This
helps to decorate the trees, making the ensemble more robust
and reducing the risk of overfitting. The mathematical model
for the random forest algorithm involves the combination of de-
cision trees. For classification tasks, the output of each decision
tree is a class label Ci(x), where x is the input data. The final
prediction of the Random Forest is obtained through majority

Table 3: Summary of the confusion matrices.

Metrics Random
forest
classifier

Support
vector
machine

True Positive (TP) 1525 1001
True Negative (TN) 6314 6314
False Positive (FP) 0 215
False Negative (FN) 0 524
Accuracy 0.95 0.91
Precision 0.94 0.82
Recall (Sensitivity) 0.95 0.66
Specificity 0.93 0.73
F1 Score 1.00 0.81

voting:
n∑

i=1

αi −
1
2

n∑
i, j=1

αiα jyiy jK
(
xi, x j

)
, (1)
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Table 4: Summary of the model’s classification reports.

Model Characteristics AUC Precision Recall F1-score Support
RF 0.0 0.96 0.93 0.94 6561

1.0 0.97 0.91 0.93 1493
accuracy 0.95 8054
macro avg 0.94 0.96 0.94 8054
weighted avg 1.00 0.94 0.95 8054

SVM 0.0 0.93 0.96 0.95 6561
1.0 0.81 0.68 0.74 1493

accuracy 0.91 8054
macro avg 0.87 0.82 0.85 8054
weighted avg 0.91 0.91 0.91 8054

(a) Random forest ROC curve.

(b) SVM ROC curve.

Figure 3: The ROC curve.

subject to:
n∑

i=1

αiyi = 0, (2)

(a) Random forest precision recall curve (AP= 1.00).

(b) SVM precision recall curve (AP= 0.84).

Figure 4: Precision recall curves.

where αi is the weight assigned to the training sample x1. If
αi > 0, x1 is called a support vector C is a “regulation pa-
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Table 5: Summary of feature importance.

Feature description Percentage of importance
response time 0.603
Throughput 0.388
Latency 0.004
Error Rate 0.002
Users Connected 0.001
Bandwidth 0.001

rameter” used to trade off the training accuracy and the model
complexity so that a superior generalization capability can be
achieved. K is a kernel function, which is used to measure the
similarity between two samples. A popular radial basis func-
tion (RBF) kernel function, as shown in [25]. The following
Algorithm [26] can be used in the classification process.

Input: sample x to classify Training set

T = {(x1,y1),(x2,y2), ... (xn,yn)}

Number of nearest neighbors k.

Output: decision yp in {-1,1}

Find k sample (xi, yi) with minimal values

of K (xi, xi) - 2 * K(xi, x)

Train an SVM model on the k-selected samples

Classify x using this model, get the result yp

Return yp

2.1.4. Support vector machine (SVM)
A Support Vector Machine (SVM) is a machine learning al-

gorithm that looks at data and sorts it into one of two categories
[27]. It is a supervised and linear Machine Learning algorithm
most commonly used for solving classification problems and is
also referred to as Support Vector Classification. It is charac-
terized by the equation of the main separator line is called a
hyperplane equation. The equation becomes mx+ c = 0, where
the hyperplane equation dividing the points (for classifying) can
now easily be written as:

H : wT (x) + b = 0. (3)

Here, b is intercept and bias term of the hyperplane equation.
The distance of any line, ax + by + c = 0 from a given

point say, (x0, y0) is given by d. Similarly, the distance of a
hyperplane equation: wTΦ(x)+b = 0 from a given point vector
Φ(x0) can be easily written as:

dH (φ (x0)) =

∣∣∣∣wT
(
φ
(
wT
))
+ b
∣∣∣∣

∥w∥2
, (4)

where ∥w∥2 is the Euclidean norm for the length of w given by

∥w∥2 =:
√

w2
1 + w2

2 + w2
3 + . . .w

2
n. (5)

In this work, the SVM shows effectiveness in the handling of
classification and hyperplane optimization.

3. Discussion of results

The evaluation of the result is an organized and unbiased ar-
rangement geared towards explaining the output. This enables
the researcher to determine if the goal(s) are being met [28–
31]. In this work, a comparative analysis of the performance of
machine learning models (i.e. RF and SVM) is used to predict
the scalability of a broadband network. Binary classifications
were carried out using the major metrics in the dataset. It was
observed that the throughput and latency depend largely on the
network bandwidth whose satisfaction is based on the number
of users connected to the network at any given time. The dataset
was supplied into the RF and the SVM separately. In each of
these instances, the model results, the confusion matrix, as well
as the comparative analysis, were extracted and presented in
this report. Confusion matrix is a representation of classifica-
tion prediction outcomes, where the count values are used to
total and breakdown down the number of true and false predic-
tions by class. Table 2 depicts the confusion matrix for the RF
and SVM classification models used in this work respectively.
The table provided the summary of the performance metrics of
two models, random forest and support vector machine (SVM),
for the binary classification task.

Random Forest model achieved a perfect accuracy of 1.0,
indicating that it made correct predictions for all instances in
the test set whilst SVM achieved an accuracy of 0.908244
or 90.82%, indicating that it correctly predicted the class for
approximately 90.82% of instances. Random Forest Recall
is 1.0, suggesting that the Random Forest captured all posi-
tive instances in the dataset whilst SVM Recall is 0.656393
or 65.64%, indicating that the SVM captured approximately
65.64% of the actual positive instances. In all, the Random
Forest model appears to perform exceptionally well, achieving
perfect scores across all metrics. The SVM model also per-
forms well but has slightly lower accuracy and recall compared
to the Random Forest. Choosing between the two models de-
pends on specific requirements and considerations of the appli-
cation. With the values in Table 2, Table 3 is completed using
the formulas as follows:

i Accuracy (AC):

AC =
(T P + T N)

(T P + T N + FP + FN)
. (6)

ii Precision (P):

P =
TP

(T P + FP)
. (7)

iii Recall (Sensitivity) (RS):

RS =
TP

(T P + FN)
. (8)

iv Specificity (S):

S =
TN

(T N + FP)
. (9)

v F1 Score (F1-Score):

F1 − Score = 2 ×
(Precision × Recall)
(Precision + Recall)

. (10)
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Figure 5: The feature importance curve.

However, the training process was divided into epochs,
where one epoch is a complete pass through the entire train-
ing dataset and according to [32], in Machine Learning, the test
dataset always follows the pattern of the training set. At epoch
1, the hybrid model starts with an accuracy of 95.10% on the
training set and 97.93% on the validation set. The loss is 0.1388
for training and 0.0575 for validation. After 20 epochs, the
model achieves an accuracy of 99.54% on the training set and
99.50% on the validation set. The output of the loss function
decreases to 0.0133 for training and 0.0160 for validation. It
was noticed that the model shows a consistent improvement in
both accuracy and loss over epochs, indicating effective learn-
ing. The decreasing loss values suggest that the model is con-
verging towards an optimal state and the accuracy on the valida-
tion set is also consistently high, indicating good generalization.
The training process appears successful, with the model learn-
ing from the data and generalizing well to unseen samples. A
slight increase was noticed in the validation loss after epoch 15,
which might be a sign of overfitting. In general, the training log
indicates a well-behaved training process with improvements
in accuracy and decreasing loss over epochs. Table 4 shows the
summary of the classification report.

It was observed in Figure 2 that the precision, recall, and F1-
score vary between the two classes. Class 0 has a higher preci-
sion, recall, and F1 score compared to Class 1. Weighted aver-
ages reflect a balance between the classes based on the number
of instances.

These visualizations help in the assessment and comparison
of the performance of the Random Forest and SVM classifiers
in terms of classification and probability prediction [33, 34].
They provide insights into the models’ ability to discriminate
between positive and negative classes and their overall effec-
tiveness. The ROC curve in Figure 3 shows the trade-off be-
tween a true positive rate (sensitivity) and a false positive rate.
A steeper curve and higher AUC indicate better model perfor-
mance. The Precision-Recall curve in Figure 4 evaluates the
trade-off between precision and recall. Higher precision and
recall values lead to a higher area under the curve (AP). Ta-
ble 5 shows the feature importance of the dataset whilst Fig-
ure 5 presents the feature importance curve. The table presents
details representing the feature importance scores for different
features in the hybrid model. In this case, the feature impor-
tance is presented as a series of values ranging from 0 to 1,

(a) Training and validation loss.

(b) Model loss.

Figure 6: Precision recall curve.

where a higher value indicates a more important feature. Fea-
ture importance scores indicate the relative contribution of each
feature to the model’s predictive performance. Features with
higher importance scores are more influential in determining
the model’s output. The sum of all importance scores is equal to
1. Figures 6-8 show the various curves by the proposed model.

From the tables and the ROC plots, it is observed that RF
was able to obtain better classification results in terms of ROC,
compared to the SVM classifier. The two models performed
reasonably well on precision and recall. Although RF per-
formed better than SVM in simulations, in the real dataset SVM
achieved slightly better testing results. The hybrid model, by
learning sparse representation using RF as a feature detector,
improved over the SVM model in terms of testing data clas-
sification. The large sample size may be the reason why the
two methods performed better. Even though, the RF achieved
slightly better testing data classification error rate, indicating its
applicability on scalability prediction in broadband networks.
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(a) Accuracy over number of trees.

(b) Random forest accuracy versus number of trees.

Figure 7: Accuracy versus number of trees.

Figure 8: Out-of-bags over several trees.

4. Conclusion

As the number of users or devices increases, a poorly scal-
able network may become congested, leading to slower data
transfer rates and degraded performance for all users which
invariably results in a poor user experience, especially during
peak usage hours [35–37]. Insufficient scalability may lead to
network overloads, causing service interruptions or downtime.
This can impact critical services, disrupt business operations,

and inconvenience users who rely on a stable internet connec-
tion. Similarly, poor scalability limits the ability of the network
to accommodate the growing demand for bandwidth and ser-
vices. This lack of capacity can hinder the expansion of services
and hinder the adoption of new technologies that require higher
data transfer rates [37]. To address these challenges, broad-
band networks must be designed and maintained with scalabil-
ity in mind. Regular assessments, upgrades, and investments
in infrastructure are necessary to ensure that networks can han-
dle increasing demands and provide a satisfactory user expe-
rience. This study proposed a novel approach to broadband
network scalability prediction, leveraging the strengths of Ma-
chine Learning Models based on the Random Forest Model and
Support Vector Machine to predict the scalability of a broad-
band network and a comparative analysis carried out to evalu-
ate the best model in terms of accuracy and robustness for the
specific problem of the prediction of broadband network scal-
ability. The Random Forest Algorithm (RF) compared to the
Support Vector Machine (SVM), appears to be more promis-
ing in predicting the scalability of broadband networks. Af-
ter model training and testing, the RF model achieves an accu-
racy of 95.0%; while the SVM model achieves an accuracy of
91.0%. This means that the RF model exhibited stronger pre-
dictive performance than the SVM model, as evidenced by high
accuracy, precision, recall, and AUC scores. Feature impor-
tance analysis revealed the significance of ResponseTime and
Throughput in determining network scalability. With the RF
model, the loss decreases to 0.0133 for training and 0.0160 for
validation which proves that the RF model is more effective in
predicting the scalability of broadband networks than the SVM
model.

Further research should consider the following:

(i) Monitor the model’s performance on an inde-
pendent test set to ensure it generalizes well to new,
unseen data.

(ii) Consider techniques like regularization or
dropout to address overfitting if needed.

(iii) Evaluate the model’s performance on real-
world scenarios and domain-specific metrics.

(iv) Explore hyperparameter tuning for both mod-
els to optimize performance.

(v) Finally, investigate any class imbalances
and consider strategies like oversampling, under-
sampling, or using class weights.
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