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Abstract

The hesitant fuzzy set (HFS) is an innovative approach to decision-making under uncertainty. This work is primarily concerned with the HFS
decision matrix’s aggregated operation. The introduction of induced VIKOR procedures, various extensions of HFSs aggregation operator, and
essential approaches for multi-criteria decision-making (MCDM) are presented. This technique uses the aggregation operator, the HFWG operator,
to rank alternatives and identify the compromise solution closest to the ideal solution. In this research work, the hesitant fuzzy weight geometric-
VIKOR (HFWG-VIKOR) model is a novel technique to achieve this. By combining the hesitant fuzzy elements, the HFWG aggregation operator
creates aggregated values expressed as a single value. As per the scope of our research work, MCDM under hesitant fuzzy sets with the HFWG-
VIKOR method has been used, and their result revealed the best alternative is to find out. These results indicate good potential for objectives.
The multi-criteria problem is then solved using the combined HFWG-VIKOR technique, and the outcomes are presented in an easy-to-understand
way owing to aggregation operators. The application of the HFWG-VIKOR technique is finally illustrated using a numerical example.
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1. Introduction

The fuzzy sets [1–10] were expanded upon by Torra and
Narukawa [11] and Torra [12] to create the HFS, which is a
range of values that are available to the membership. Addi-
tionally, they talked about the connection between intuition-
istic fuzzy sets and HFS. A thorough study of hesitant fuzzy
information aggregation techniques was conducted by Xia and
Xu [13] in order to address decision-making challenges while
maintaining anonymity. They suggested a number of operators

∗Corresponding author Tel. No.: +60-178-249-378.
Email address: termimi@umt.edu.my (Ahmad Termimi Ab Ghani )

in different scenarios. Xu and Xia [14, 15] provide a thorough
distance measurement for hesitant fuzzy data. Furthermore, a
variety of HFS distance measures were provided, depending on
which relevant similarity measurements may be generated. Xia
et al. [16] used quasi-arithmetic methods to build many sets of
aggregating processes for HFSs. The HFS is an excellent tool
for handling ambiguity. Determining the membership degree
of an element becomes more difficult when there are multiple
possible values for it, together with a margin of error or possi-
bility distribution on the possibility values. Every criterion can
be described as an HFS that is expressed in terms of decision-
makers’ viewpoints. In these kinds of situations, the reluctant
fuzzy set is quite helpful in avoiding such problems. A con-

1

https://nsps.org.ng
https://creativecommons.org/licenses/by/4.0


Raza et al. / J. Nig. Soc. Phys. Sci. 6 (2024) 2157 2

siderable amount of studies are being done on the ideas and
methods of MCDM in fuzzy, uncertain contexts. Therefore,
we extend the concept of the VIKOR approach by adding the
HFWG aggregation operator to address MCDM problems with
hesitant fuzzy elements.

The single evaluations for each alternative are combined
into a collective evaluation in the aggregation process so that
the conditions represented in all the evaluations are summa-
rized. The worldwide assessment of the options is changed
into a ranking of the options throughout the exploitation phase.
There are a number of ways to do this, the most widely used
of which is to derive a score function using a ranking algorithm
[17]. Wang and Liu [18] have examined numerous families of
aggregation operators [19–28]. Yager [29] invented the Ordered
Weighted Averaging (OWA) operator, which is the most widely
used of them. According to Zadeh [30], a fuzzy linguistic quan-
tifier that indicates the percentage of satisfied criteria necessary
for a satisfactory result, a fuzzy majority can be employed dur-
ing the aggregation stage. The OWA operator is widely used for
this reason, among others [31]. This is achieved by employing
the linguistic quantifier to calculate the weights related to the
OWA operator. The two most common fuzzy integrals are the
Sugeno integral and the Choquet integral [32, 33]. In general,
there are three steps in the OWA operator-based aggregating
method: It is commonly known that the OWA operator is a spe-
cific instance of the Choquet integral, and hence, utilizing the
OWA operator does not necessitate assuming independence of
criteria [34]. Step 1 involves rearranging the input arguments
in decreasing order; Step 2 involves defining operator weights;
and Step 3 involves aggregating the rearranged arguments using
the OWA weights.

In order to handle a discrete decision problem with compet-
ing and non-commensurable criteria, the multi-criteria VIKOR
approach was developed by Opricovic and Tzeng [35]. The
fundamental concept was to identify the positive ideal solution
(PIS) and negative ideal solution (NIS) initially and then choose
the optimal plan by comparing all of the available possibilities.
This technique rates and selects from a range of options to iden-
tify compromise solutions for a scenario where there are com-
peting needs. This may help those making the decisions in the
end. Here, a compromise is defined as an agreement established
via reciprocal concessions, and the compromise solution is the
workable path that approaches the ideal as closely as possible.

The VIKOR was developed based on a certain “closeness”
measure to the PIS. For this reason, it functions well in sit-
uations when the decision-maker prioritizes money over risk.
Sayadi et al. [36] created the VIKOR methodology for interval
number choice-making challenges with the goal of establishing
a decision maker’s optimism level and determining the larger
VIKOR method ranking through interval number comparisons.
The hierarchical MCDM model that Sanayei et al. [37] created
to address supplier selection issues in supply chain systems is
based on fuzzy sets theory and the VIKOR approach. The fuzzy
VIKOR technique was utilized by Chen and Wang [38] to de-
liberately and logically choose the best choice and compromise
solution for each selection criterion. The study’s findings pro-
vide a helpful framework for handling complex scenarios where

decision-makers must consider a number of variables. Vahdani
et al. [39] created the interval-valued fuzzy VIKOR technique
to manage MCDM situations with mismatched criteria weights
by utilizing interval-valued fuzzy set notions.

Using VIKOR technology, San Cristóbal [40] selected a re-
newable energy project that complied with the Spanish Gov-
ernment’s Renewable Energy Plan. Sarkar et al. [41] pro-
pose a hybrid approach utilizing dual hesitant q-rung ortho-
pair fuzzy Frank power partitioned Heronian mean aggregation
operators to address sustainable urban transport solutions, en-
hancing multi-criteria group decision-making efficacy. Adeel
et al. [42] introduce a hesitant fuzzy N-soft ELECTRE-I ap-
proach for multi-attribute decision-making, integrating hesitant
fuzzy set theory and N-soft sets to enhance decision robust-
ness and accuracy. Akram et al. [43] introduce a hesitant
fuzzy soft expert set model for multi-attribute group decision-
making, enhancing decision reliability and flexibility through
the integration of hesitation and fuzziness. Akram et al. [44]
propose an integrated ELECTRE-I approach for risk evaluation
using hesitant Pythagorean fuzzy sets, enhancing failure modes
and effects analysis (FMEA) by effectively incorporating vague
data. Akram et al. [45] develop an ELECTRE-II method us-
ing hesitant Pythagorean fuzzy sets for multi-criteria decision-
making, enhancing decision accuracy and flexibility through
diverse expert opinions and comprehensive outranking analy-
sis. Akram et al. [46] introduce an enhanced VIKOR method
for multi-criteria group decision-making using complex Fer-
matean fuzzy N-soft sets, improving decision accuracy by han-
dling two-dimensional uncertain information and employing a
weighted average operator. Akram et al. [47] introduce the
complex spherical fuzzy VIKOR (CSF-VIKOR) approach for
multi-criteria group decision-making, enhancing decision accu-
racy by handling two-dimensional ambiguous information and
employing new aggregation operators. Akram et al. [48] de-
veloped spherical fuzzy set-based outranking techniques using
ELECTRE for decision-making in the digitalization of Istan-
bul’s public transportation, focusing on environmental impact
reduction and group decision-making. Akram et al. [49] ex-
tend the MARCOS method for MCGDM by integrating 2-tuple
linguistic q-rung picture fuzzy sets, enhancing decision-making
with qualitative data and Dombi-based aggregation operators.

1.1. Research gaps and motivations
Besides, many researchers have explored the extension of

the fuzzy VIKOR method. However, there is a deficiency in
the existing literature on the fuzzy VIKOR method. The ex-
tended VIKOR method under hesitant fuzzy sets may involve
increased computational complexity, particularly when dealing
with large decision problems or complex hesitant fuzzy infor-
mation. Efficient algorithms are necessary to handle the added
computational load. Determining the ideal and anti-ideal solu-
tions in the context of hesitant fuzzy sets can be challenging due
to the inherent uncertainty and hesitancy. Furthermore, there is
a research gap in the extension of the VIKOR method under
hesitant fuzzy sets. The fuzzy VIKOR technique may be more
computationally complex when managing huge decision prob-
lems or complex situations with hesitant fuzzy information, es-
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pecially when tackling complicated or major decision-making
issues. Efficient algorithms are necessary to handle the added
computational load. Defining these solutions in a way that ef-
fectively captures the decision-maker’s preferences may intro-
duce ambiguity. The purpose of this research is to incorporate
the VIKOR method under hesitant fuzzy sets with an aggrega-
tion operator involving the hesitant fuzzy weighted geometric
(HFWG) aggregation operator. The proposed model aggregates
the hesitant fuzzy element and induces these values in the fuzzy
VIKOR method. The proposed model aggregates the hesitant
fuzzy element and induces these aggregated values in the fuzzy
VIKOR method, which solves the problem of uncertainty in the
traditional VIKOR method. The proposed model proves to be a
more generalized framework to capture the problems in uncer-
tainty. Hence, motivated by these qualities, we aim to develop
this model.

The novelty of this work is that it introduced the Hesi-
tant fuzzy weight geometric-VIKOR (HFWG-VIKOR) method
with hesitant fuzzy set information. This proposed method first
aggregates the hesitant fuzzy sets with a hesitant fuzzy weight
geometric operator, and the aggregated values are then applied
to the VIKOR method.

1.2. Structure of the study

The information in the form of hesitant fuzzy elements
and related concepts are explained in Sections 2 and 3 of the
VIKOR method, which also introduces the fundamentals of the
technique. The problem of multiple criteria decision marking is
explained in Section 4, along with the suggested procedures and
concepts of the HFWG-VIKOR method. A numerical example
demonstrates how the HFWG-VIKOR approach is applied in
Section 5. The last section included the conclusion.

2. Preliminaries

2.1. Definition [50]

Suppose X be a fixed set. The fuzzy set in X is defined by
membership function B µ(x) : X → [0, 1] is given by

B = {(x, µ(x)), x ∈ X}, (1)

where µ(x) is the degree of membership of x in B, and each pair
(x, µ(x)) is singleton.

2.2. Definition [11, 12]

Suppose X be the universal set, Then a hesitant fuzzy sets
as B on X is defined by function ρB(x̃) that X returns to subset
of [0, 1] is given by:

B = {⟨x̃, ρB(x̃)⟩ | x̃ ∈ X} , (2)

where ρB(x̃) ∈ [0, 1] and denotes the membership degree of an
element in subsets of X.

2.3. Definition [13]
Suppose h1, h2, h3, . . . , hn be the group of hesitant fuzzy el-

ements (HFEs). HFWG is a mapping Hn → H

HFWG (h1, h2, . . . , hn) = Uγ1∈h1,γ2∈h2,....γn∈hn


n∏

j=1

(
γ j

)w j

 , (3)

where w j ∈ [0, 1] is the weight vector of hi(i = 1, 2, 3, ..n) and∑n
j=1 w j = 1.

3. Mathematical procedure of VIKOR method under HFSs

Opricovic suggested a compromise ranking technique
called VIKOR [51]. The weight stability intervals for the com-
promise solution, the compromise ranking list, and the com-
promise solution are the first three things established by the
VIKOR approach. In order to help with ranking and selec-
tion, the positive-ideal solution and the negative-ideal solu-
tion are ascertained. The fundamental idea behind the VIKOR
MCDM approach is to handle the ranking and selection of alter-
natives with many competing or non-commensurable require-
ments. The VIKOR method was additionally expanded to ac-
count for subjectivity and imprecise data in a fuzzy environ-
ment, as is typical of most MCDM methodologies and pre-
sented in Figure 1.

Step 1:
Find out the positive ideal solution (PIS) and negative ideal

solution (NIS) as follows:

A∗ =
{
h∗1, h

∗
2, h
∗
3, . . . , h

∗
n

}
,

where h∗i = ∪
m
i hi j.

A− =
{
h−1 , h

−
2 , h

−
3 , . . . , h

−
n

}
,

where h−i =
⋂m

i hi j, j = 1, 2, 3, . . . ,m.

Step 2:
Compute maximum group utility S i(i = 1, 2, 3, . . . ,m) as

given below

S i =

n∑
j=1

w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥ .

Calculate regret measure Ri(i = 1, 2, 3, . . . ,m. ) as given below

Ri = max
j

(S i) = w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

3.1. Step 3:
Evaluate the index value Qi as given below

Qi = v
S i − S −

S ∗ − S −
+ (1 − v)

Ri − R−

R∗ − R−
,

and v is introduced weight in a decision-making procedure,
such as voting by majority rule v > 0.5 or by consensus
v ≈ 0.5 or with veto v < 0.5, where S ∗ = mini (S i) , S − =
maxi (S i) ,R∗ = mini (Ri) and R− = maxi (Ri) where
i = 1, 2, 3, . . . ,m.
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Figure 1. Mathematical step of VIKOR method under hesitant fuzzy
sets.

Step 4:

Sort the alternatives into groups according to their S ,R, and
Q values, going from greatest to smallest.

Step 5:

The alternative (A1) which is the first position through the
lowest values of Q, as a compromise solution if the two condi-
tions hold true as given below:

C1. “Acceptable advantage”:

Q (A2) − Q (A1) ≥ DQ1,

where (A2) is the alternative with 2nd position in the grading list
by Q,DQ = 1

m−1 . Where m denotes the possible alternatives.
C2 . “Acceptable stability in decision making”:
An alternative (A1) must be first ranked position from S or

R. In case that one of the requirements is not met, the following
compromise solution is suggested.

Alternative (A1) and (A2) if only C2 is not satisfied, or Alter-
natives (Ai) where i = 1, 2, 3, . . . ,m. if C1 is not satisfied; (Am)
is determined by the relation (Am)−Q (A1) ≤ DQ by maximum
m.

4. Extension of hesitant fuzzy weight geometric operator-
VIKOR method under hesitant fuzzy sets

The hesitant fuzzy weight geometric-VIKOR (HFWG-
VIKOR) method with hesitant fuzzy set information. First, the
hesitant fuzzy sets are aggregated with the hesitant fuzzy weight
geometric operator. In the aggregated values, our positive ideal
solution and negative ideal solution are then applied using the
VIKOR method. The procedure of the hesitant fuzzy weight
geometric-VIKOR method under hesitant fuzzy sets is given
and represented in Figure 2.

Step 1:
Evaluate the hesitant fuzzy element through the aggregation

operator using equation (3).

Step 2:
Find out a positive ideal solution (PIS) and negative ideal

solution (NIS) of the aggregated values of the decision matrix
as follows:

A∗ =
{
h∗1, h

∗
2, h
∗
3, . . . , h

∗
n

}
,

where h∗i =
⋃m

i hi j

A− =
{
h−1 , h

−
2 , h

−
3 , . . . , h

−
n

}
,

where h−i =
⋂m

i hi j, j = 1, 2, 3, . . . ,m.

Step 3:
Compute maximum group utility S i and individual regret

measure Ri of the aggregated values of the decision matrix as
given below

S i =

n∑
j=1

w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥ .

Calculate the regret measure as given below.

Ri = max
j

(S i) = w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥ ,

where i = 1, 2, 3, . . . ,m.

Step 4:
Evaluate the index values Qi as given below

Qi = v
S i − S −

S ∗ − S −
+ (1 − v)

Ri − R−

R∗ − R−
,

and v is introduced weight in a decision-making procedure,
such as voting by majority rule v > 0.5 or by consensus
v ≈ 0.5 or with veto v < 0.5. where S ∗ = mini (S i) , S − =
maxi (S i) ,R∗ = mini (Ri) and R− = maxi (Ri) i = 1, 2, 3, . . . ,m.

Step 5:
Sort the alternatives into groups according to their S ,R, and

Q values, going from greatest to smallest.

Step 6:
The alternative (A1) which is the first position through the

lowest values of Q, as a compromise solution if the given two
cases are satisfied:

C1. “Acceptable advantage”:
Q (A2) − Q (A1) ≥ DQ

Where (A2) is the alternative with 2nd position in the grading
list by Q,DQ = 1

m−1 . Where m denotes the possible alterna-
tives.

C2.“Acceptable stability in decision-making”:
Also, it is necessary that the alternative (A1) is the first po-

sition ranked through the values of S or R.
In case that one of the requirements is not met, the following

compromise solution is suggested.
4
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Figure 2. Steps of HFWG − VIKOR method under hesitant fuzzy sets.

i Alternative (A1) and (A2) if only C 2 is not satisfied, or

ii Alternatives (Ai) where i = 1, 2, 3, . . . ,m. if C 1 is not
satisfied; (Am) is determined by the relation
Q (Am) − Q (A1) ≤ DQ by maximum m.

5. Numerical example

Suppose someone rented a vehicle, namely A, B,C and D,
on the basis of multiple criteria with criteria weight W =

(0.11, 0.21, 0.29, 0.39) as given below
κ1 : Taxation κ2 : Rental period κ3 : Rental and other charges

κ4 : Use of the rental vehicle and represented in Table 1.

VIKOR method under HFSs

Step 1:

The PIS and NIS are as given below:

A∗ = [0.8, 0.9, 0.9, 0.9]
A− = [0.1, 0.4, 0.5, 0.3].

Step 2:

Calculated S i as given below

S i =

n∑
j=1

w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

S 1 = 0.4677, S 2 = 0.3725, S 3 = 0.3688, S 4 = 0.3927.

Calculated regret measure Ri as given below:

Ri = max
j

(S i) = w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

R1 = 0.1812,R2 = 0.145,R3 = 0.1631,R4 = 0.195.

Step 3:

Evaluated Qi as given below where i = 1, 2, 3, 4.

Qi = v
S i − S −

S ∗ − S −
+ (1 − v)

Ri − R−

R∗ − R−
,

and v = 0.5 where S ∗ = 0.3688, S − = 0.4677,R∗ = 0.145,R− =
0.195.
Q1 = 0.138,Q2 = 0.9812,Q3 = 0.819,Q4 = 0.3791.

Step 4:

Sort the alternatives into groups according to their S ,R, and
Q values, going from greatest to smallest. Table 2 lists the out-
comes for the three grades.

Step 5:

The alternative (A1) which is the first position through the
lowest values of Q, as a compromise solution if the two factors
persist as given below:

Q (A2) − Q (A1) ≥ DQ = 0.3791 − 0.138 = 0.241 ≱ 0.333,

so not satisfied.
C2. Also, the alternative (A1) is not the first ranked position

from S or R. In case one of the requirements is not met, the
following compromise solution is suggested.

Q (Am) − Q (A1) ≤ DQ Satisfied.

Extension of hesitant fuzzy weight averaging operator-VIKOR
(HFWG-VIKOR) method

Step 1:

Evaluate the hesitant fuzzy element through the equation
(3):

h11 = 0.2441, h12 = 0.8002, h13 = 0.6879, h14 = 0.8230
h21 = 0.3489, h22 = 0.7546, h23 = 0.7536, h24 = 0.8540
h31 = 0.3875, h32 = 0.8230, h33 = 0.7203, h34 = 0.8540
h41 = 0.5462, h42 = 0.8754, h43 = 0.7890, h44 = 0.6983.

It can be written in matrix form
0.2441 0.8002 0.6879 0.8230
0.3489 0.7546 0.7536 0.8540
0.3875 0.8230 0.7203 0.8540
0.5462 0.8754 0.7890 0.6983

 .
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Table 1. Hesitant fuzzy decision matrix.
Alternatives κ1 κ2 κ3 κ4
A (0.1, 0.2, 0.3) (0.5, 0.7, 0.9) (0.5, 0.6, 0.7, 0.8) (0.5, 0.8, 0.9)
B (0.2, 0.3, 0.4) (0.4, 0.7, 0.8, 0.9) (0.6, 0.7, 0.8) (0.7, 0.8, 0.9)
C (0.3, 0.4) (0.5, 0.8, 0.9) (0.5, 0.6, 0.7, 0.9) (0.7, 0.8, 0.9)
D (0.2, 0.4, 0.6, 0.8) (0.7, 0.9) (0.6, 0.7, 0.8, 0.9) (0.3, 0.7, 0.8)

Table 2. Ranking the alternatives.
Alternatives S R Q Ranking

A 0.4677 0.1812 0.138 1
B 0.3725 0.145 0.9812 4
C 0.3688 0.1631 0.819 3
D 0.3927 0.195 0.3791 2

Step 2:

The PIS and NIS are given below:

A∗ = [0.5462, 0.8754, 0.7890, 0.8540]
A− = [0.2441, 0.7546, 0.6879, 0.6983].

Step 3:

Calculated S i and Ri values as given below:

S i =

n∑
j=1

w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

S 1 = 0.6079, S 2 = 0.3833, S 3 = 0.3453, S 4 = 0.39.

Calculated regret measure:

Ri = max
j

(S i) = w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

R1 = 0.29,R2 = 0.21,R3 = 0.1970,R4 = 0.39.

Step 4:

Evaluated Qi as given below where i = 1, 2, 3, 4.

Qi = v
S i − S −

S ∗ − S −
+ (1 − v)

Ri − R−

R∗ − R−
,

and v = 0.5 where S ∗ = 0.3435, S − = 0.6079,R∗ = 0.1970,
and R− = 0.39.

Q1 = 0.9818,Q2 = 0.106,Q3 = 0.000,Q4 = 0.5851.

Step 5:

Sort the alternatives into groups according to their S ,R, and
Q values, going from greatest to smallest. The outcome in three
grades is listed in Table 3.

Table 3. Ranking the alternatives.
Alternatives S R Q Ranking

A 0.6079 0.29 0.9818 4
B 0.3833 0.21 0.106 2
C 0.3453 0.1970 0.000 1
D 0.390 0.39 0.5851 3

Table 4. Hesitant fuzzy decision matrix.
Alternatives c1 c2 c3

A1 (0.2, 0.3, 0.4) (0.3, 0.4, 0.5) (0.8, 0.9)
A2 (0.1, 0.6, 0.7) (0.7, 0.8, 0.9) (0.3, 0.4, 0.5)
A3 (0.4, 0.8) (0.1, 0.3, 0.4) (0.2, 0.3)
A4 (0.1, 0.4, 0.5) (0.1, 0.2, 0.5) (0.4, 0.5)
A5 (0.5, 0.7, 0.9) (0.2, 0.3, 0.4) (0.7, 0.8)

Step 6:

The alternative (A1) which is the first position through the
lowest values of Q, as a compromise solution if the two factors
persist as given below:

C1. Q (A2) − Q (A1) ≥ DQ = 0.106 − 0.000 ≱ 0.333.
C2. Also, alternative (A1) is not the first ranked position

from S or R.

Q (Am) − Q (A1) ≤ DQ Satisfied.

5.1. Numerical example

Suppose someone is buying a new motorcycle, namely
A1, A2, A3, A4 and A5 on the basis of multiple criteria c1 : Fuel
efficiency, c2 : Spare parts and accessories and c3 : Price of the
motorcycle with criteria weight W = (0.23, 0.33, 0.44) repre-
sented in Table 4.

VIKOR method under HFSs

Step 1:

The PIS and NIS are as given below:

A∗ = [0.9, 0.9, 0.9]
A− = [0.1, 0.1, 0.2].

Step 2:

Calculated S i as given below:

6
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Table 5. Ranking the alternatives.
Alternatives S R Q Ranking

A1 0.3956 0.2062 1.000 5
A2 0.5367 0.3142 0.5373 3
A3 0.7559 0.4085 0.000 1
A4 0.7069 0.2828 0.3788 2
A5 0.399 0.2475 0.8932 4

S i =

n∑
j=1

w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

S 1 = 0.3956, S 2 = 0.5367, S 3 = 0.7559, S 4 = 0.7069, S 5 =

0.399.

Calculated regret measure Ri as given below:

Ri = max
j

(S i) = w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

R1 = 0.2062,R2 = 0.3142,R3 = 0.4085,R4 = 0.2828,R5 =

0.2475.

Step 3:
Evaluated Qi as given below where i = 1, 2, 3, 4, 5.

Qi = v
S i − S −

S ∗ − S −
+ (1 − v)

Ri − R−

R∗ − R−
,

and v = 0.5 where S ∗ = 0.3956, S − = 0.7559,R∗ =
0.2062,R− = 0.4085.

Q1 = 1.00,Q2 = 0.5373,Q3 = 0.000,Q4 = 0.3788,Q5 = 8932.

Step 4:
Sort the alternatives into groups according to their S ,R, and

Q values, going from greatest to smallest. Table 5 lists the out-
comes for the three grades.

Step 5:
The alternative (A1) which is the first position through the

lowest values of Q, as a compromise solution if the two factors
persist as given below:

Q (A2) − Q (A1) ≥ DQ = 0.3788 − 0.000 = 0.3788 ≥ 0.25,

so satisfied.

Extension of hesitant fuzzy weight averaging operator- VIKOR
(HFWG-VIKOR) method
Step 1:

Evaluate the hesitant fuzzy element through the equation
(3):

h11 = 0.3101, h12 = 0.4013, h13 = 0.8759
h21 = 0.4252, h22 = 0.8170, h23 = 0.4130
h31 = 0.5426, h32 = 0.2644, h33 = 0.2732
h41 = 0.3207, h42 = 0.2552, h43 = 0.4749
h51 = 0.7236, h52 = 0.3101, h53 = 0.7758

It can be written in matrix form
0.3101 0.4013 0.8759
0.4252 0.8170 0.4130
0.5426 0.2644 0.2732
0.3207 0.2552 0.4749
0.7236 0.3101 0.7758


Step 2:

The PIS and NIS are given below:

A∗ = [0.7236, 0.8170, 0.8759]
A− = [0.3101, 0.2552, 0.2732]

Step 3:

Calculated S i and Ri values as given below

S i =

n∑
j=1

w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

S 1 = 0.4741, S 2 = 0.5035, S 3 = 0.8645, S 4 = 0.8468, S 5 = 3707.

Calculated regret measure

Ri = max
j

(S i) = w j

∥∥∥∥h∗j − hi j

∥∥∥∥∥∥∥∥h∗j − h−j
∥∥∥∥

R1 = 0.2441,R2 = 0.3376,R3 = 0.44,R4 = 0.33,R5 = 0.2977.

Step 4:

Evaluated Qi as given below where i = 1, 2, 3, 4, 5.
Qi = v S i−S −

S ∗−S − + (1 − v) Ri−R−

R∗−R− and v = 0.5 where S ∗ =
0.3707, S − = 0.8645,R∗ = 0.2441, and R− = 0.44.

Q1 = 0.8949,Q2 = 0.6268,Q3 = 0.000,Q4 = 0.2986,Q5 =

0.1368.

Step 5:

Sort the alternatives into groups according to their S ,R, and
Q values, going from greatest to smallest. Table 6 lists the out-
come in three grades.

Step 6:

The alternative (A1) which is the first position through the
lowest values of Q, as a compromise solution if the two factors
persist as given below:

C1. Q(A2) − Q(A1) ≥ DQ = 0.1368 − 0.000 ≥ 0.25.
C2. Also alternative (A1) is not the first ranked position

from S or R.

Q (Am) − Q (A1) ≤ DQ Satisfied.
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Table 6. Ranking the alternatives.
Alternatives S R Q Ranking

A1 0.4741 0.2441 0.8949 5
A2 0.5035 0.3376 0.6268 4
A3 0.8645 0.44 0.000 1
A4 0.8468 0.33 0.2986 3
A5 0.3707 0.2977 1368 2

5.2. Discussion and analysis

In this section, we discuss solving the numerical analysis on
the extension of the VIKOR method under HFSs and the hes-
itant fuzzy weight geometric operator- VIKOR method. In an
extension of the VIKOR method under HFSs, we first find the
positive ideal solution and negative ideal solution and also use
hesitant normalized hamming distance while finding the maxi-
mum group utility S i, minimum individual regret Ri and index
value Qi but in the proposed approach as hesitant fuzzy weight
geometric operator-VIKOR method (HFWG-VIKOR), there is
no need to apply these steps in the fuzzy VIKOR method, just
applying aggregation operator which aggregates the multiple
values to single and the method under hesitant fuzzy sets looks
like a traditional form of VIKOR method and solves the hesitant
fuzzy data very easily. As the numerical examples were solved
in the extension of the VIKOR method under hesitant fuzzy sets
and proposed approach. In the VIKOR method under hesitant
fuzzy sets there is some difficulty in finding positive ideal so-
lution and negative ideal solution, and also normalized haming
distance formula also applied for finding maximum group util-
ity S i and minimal individual regret Ri are used but as compared
to the proposed approach aggregate the hesitant fuzzy sets and
then find out the positive ideal solution and negative ideal so-
lution, maximum group utility and minimal individual regret
and there is no need to apply normalize haming distance but the
data are in hesitant fuzzy sets and solved it like in the traditional
VIKOR method.

6. Conclusion

When there are competing criteria for a set of options, the
VIKOR technique was created as an MCDM model to estab-
lish the order of choice. The decision-makers may accept the
negotiated agreement because it increases the majority’s over-
all profit and reduces the opponent’s personal regret. In this
study, we evaluated the use of induced aggregation operators
in the VIKOR method under hesitant fuzzy information and
formed an integrated HFWG-VIKOR model to solve multi-
criteria problems with differing and non-commensurable crite-
ria, specifically taking into account the complicated subjective
character of the decision-maker. The comprehensive proposed
method accounts for the complex subjective nature of the de-
cision maker and solves the issues in increased computational
complexity, particularly with large decision problems or com-
plex, hesitant fuzzy information. This study also evaluated the
VIKOR techniques with the help of aggregation operators un-
der hesitant fuzzy information. The HFWG-VIKOR technique

helps the decision-maker choose the best meets their needs by
giving them a complete grasp of the process. The numerical
example was solved through the proposed method, and the is-
sues in the extended VIKOR method were solved under hes-
itant fuzzy information. The HFWG-VIKOR technique helps
the decision-maker choose the best meets their needs by giv-
ing them a complete grasp of the process. In a decision-making
situation involving choosing a new integrated method, we have
examined numerical examples where we can observe the find-
ings made using the (HFWG)-VIKOR method.
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