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Abstract

The Euclidean motion group G = S E(n) is a non-commutative and non-compact solvable Lie group which may also be referred to as an affine
group of rigid motions on Rn realized as G = Rn ⋊ SO(n). It is observed that this group is isomorphic to the collection of homogeneous
transformation matrices. This article presents a novel method for calculating the Haar measure of G, and is demonstrated that it is the product of
the Lebesque measure of R2 and the normalized measure of SO(2). A thorough description is given of the topology of the Schwartz space of G
(S(G = S E(n))) and how it is produced by a system of semi-norms. For n = 2, the convolution product of functions in SS E(2) realises the Radon
transform of functions in SS E(2). It is demonstrated that this convolution is homogeneous, smooth and satisfies the moment condition. Further
more, spherical analysis on the Gelfand pair (Rn ⋊ SO(n),SO(n)) is presented, including an explicit determination of spherical function for G,
when n = 2, by the method of separation of variables.
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1. Introduction

Radon transform takes a function defined on Rn and trans-
forms it into a function defined on a space of hyperplane of Rn

[1, 2]. The use of the Radon transform is evident in tomog-
raphy, which is the process of generating an image from pro-
jection data linked to an object’s Cross Sectional Scan (CST)
[1, 3]. This paper aims at investigating the Radon transform
over S E(n) using harmonic analysis and the method of con-
volution. It is demonstrated that this convolution is smooth,
homogenous and is in the Schwartz space of SE(2).

The study of representations of semi-simple Lie groups is
where the concept of a Gelfand pairs was initially observed

∗Corresponding author Tel. No.: +234-703-014-8511.
Email address: ueedeke@gmail.com (U. E. Edeke)

[4]. Since then, analysis on symmetric spaces has also used
this concept (Gelfand pair). A prototype of Fourier analysis on
Rn is spherical analysis on the pair (G,K) [5]. Numerous spe-
cial functions introduced in analysis have been shown to have
tight ties to the idea of linear representations of Lie groups. The
spherical functions are prominent among these functions. Both
the continuous features of Lie groups and the classical Laplace
spherical harmonics are generalized by the theory of spherical
functions. In the current theory of infinite dimensional linear
representation of Lie groups, spherical functions are crucial.
We address spherical functions on the Euclidean motion groups
in this paper. Without providing any proof, Jean Dieudonne
[6] mentioned that the spherical function for SE(2) is a Bessel
function of order zero. The aim to provide a proof of this claim
in this study, and our finding reveals that the spherical functions
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for the pair (G,K) are spherical Bessel functions.
This research is organized into four sections as follows. Section
two is concerned with preliminaries on the Euclidean motion
group. Under this section, the structure of the Euclidean motion
and Haar measures are carefully presented. Radon transform
on Rn and its properties are also discussed, and is extended to
Euclidean motion group. Results concerning properties of Con-
volution on SE(2) are presented in this section. In section four
preliminaries concerning spherical functions on locally com-
pact group, one parameter subgroups and vector fields on SE(2)
are considered. Results concerning spherical functions on G
and the pair (G,K) are also presented in this section.

2. Preliminaries

2.1. The Euclidean motion group

The group S E(n) is realized as the semi-direct product of
Rn with S O(n). That is S E(n) = Rn ⋊ S O(n). Any member
of S E(n) may be denoted as g = (x̄, ξ), where ξ ∈ S O(n) and
x̄ ∈ Rn. For any g1 = (x̄1, ξ1) and g2 = (x̄2, ξ2) ∈ S E(n),
multiplication on SE(n) may be defined as [7]:

g1g2 = (x̄1 + ξ1 x̄2, ξ1ξ2),

and the inverse is defined as

g−1 = (−ξt x̄, ξt).

Here ξt denotes a transpose. Alternatively, S E(n) may also be
identified as a matrix group whose arbitrary element may be
identified as (n + 1) × (n + 1) matrix, given in the form

H(g) =
(
ξ x̄
0t 1

)
, (1)

where ξ ∈ SO(n) and 0t = (0, 0..., 0). It is observed that
H(g1)H(g2) = H(g1g2), H(g−1) = H−1(g) and g 7→ H(g) is
an isomorphism between S E(n) and H(g). We state this result
formally as a proposition below and present a proof.

2.1.1. Proposition
g 7→ H(g), being a map, is an isomorphism between S E(n)

and the set of transformation matrices, H(g), that are homoge-
neous.

Proof. We restrict the proof of this result to n = 2. Define

the map H : g 7→ H(g) by H(a, A) =
(
ξ x̄
0t 1

)
. We show that

H is a bijective homomorphism which is also bi-continuous.
(i) Homomorphism o f H. Let g1 = (x1, ξ1) ∈ S E(2) and

g2 = (x2, ξ2) ∈ S E(2). We show that H(g1g2) = H(g1)H(g2).
This follows because,

H(g1g2) = H[(x1, ξ1)(x2, ξ2)] = H(x1 + ξ1x2, ξ1ξ2)

=

(
ξ1ξ2 x1 + ξ1x2
0t 1

)
=

(
ξ1 x1
0t 1

) (
ξ2 x2
0t 1

)
= H(g1)H(g2).

(ii) Injectivity of H. For g1 = (x1, ξ1) and g2 = (x2, ξ2), then
H(g1) = H(g2) implies that(

ξ1 x1
0t 1

)
=

(
ξ2 x2
0t 1

)
.

Therefore, ξ1 = ξ2 and x1 = x2, hence, g1 = g2. (iii) Surjectiv-
ity of H. For all g ∈ S E(2), ∃ y ∈ GL(3,R) such that H(g) = y.
Hence, H is surjective. (iv) Continuity of H and H−1. Since
every transformation map is continuous as well as its inverse, it
therefore means that H and its inverse are continuous since H
is a transformation map. □

We can now give the matrix representation of the element
of S E(2) ⊂ GL(3,R) by:

g((x1, x2), ϕ) =

 cos ϕ − sin ϕ x1
sin ϕ cos ϕ x2

0 0 1

 ,
where ϕ ∈ [0, 2π], (a1, a2) ∈ R2 [8, 9] and in polar coordinate
as

g(x̄, ϕ, θ) =

 cos ϕ − sin ϕ x1 cos θ
sin ϕ cos ϕ x2 sin θ

0 0 1

 ,
x̄ = (x1, x2) ∈ R2. ϕ, θ ∈ [0, 2π]. The group S E(2) is a non
- compact and non- commutative solvable Lie group [8]. It is
also referred to as a group of rigid motions on Rn and plays a
significant role in robotic, motion planning as well as dynamics
[10]. M(2) is a three (3) dimensional solvable Lie group with
a connected component containing the identity. It is also called
the Isometry group of R2, represented as I(R)2.

In what follows, we focus on some aspects of harmonic
analysis on S E(2). In particular, we are concerned with some
properties of convolution of functions on the group.

Before going on, it is pertinent to show explicitly how the
Haar measure on the group S E(2) may be computed. This is
done in what follows.

2.2. Haar measure (Integration) on the Euclidean motion
group

We begin this subsection by defining Radon measure on a
space X that is locally compact and Hausdorff. The following
definition is found in Refs. [11, 12]. Let Cc(X) be the space
of function on X that are continuous with compact support. A
Radon measure on X is a function

µ : Cc(X) −→ R,

such that for every K ⊆ X, which is compact, ∃ MK such that

|µ( f )| ≤ MK ∥ f ∥∞, ∀ f ∈ Cc(X).

Here and here after, ∥ . ∥∞ is the uniform norm on Cc(X). The
action of µ on a function f ∈ Cc(X) denoted by µ( f ) is the
integration of f and is defined by

µ( f ) = I( f ) =
∫

X
f (x)dµ(x).
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A Radon measure µ on X is non- negative if for f ∈ Cc(X) with
f (x) ≥ 0, we have µ( f ) ≥ 0.

In order to describe the Haar measures on a locally compact
group, we require the following preparations. Let a ∈ G be
fixed. The left and right actions of a ∈ G are defined by:

La := x 7→ ax : G −→ G,

and
Ra := x 7→ xa : G −→ G,

respectively. Following these the left and right translations of
the function

f : G −→ C ( or R)

, are given by:

a f (x) := ( f ◦ La−1 )(x) = f (a−1x),

and
fa(x) := ( f ◦ Ra)(x) = f (xa),

respectively. µ is called left and right invariant respectively if
µ(a f ) = µ( f ) and µ( fa) = µ( f ). If µ(a f ) = µ( f ) , 0, µ is called
left Haar measure.

For a fixed element a ∈ G, recall that La is the left transla-
tion by a and Ra is the right translation by a. Given g ∈ G, we
set S (g) = |J(La)|, where J(La)| is the Jacobian matrix and |.| is
the absolute value. Similarly, we set D(g) = |J(La)|. Then the
left and right Haar integrals of G are, respectively, computed by
the formulas:

IL( f ) =
∫

G

f (g)
S (g)

dg,

and
IR( f ) =

∫
G

f (g)
D(g)

dg.

As given above, an element of S E(2) may be written as:

g =

 cos ϕ − sin ϕ a1
sin ϕ cos ϕ a2

0 0 1

 , ϕ ∈ [0, 2π], (a1, a2) ∈ R2. (2)

For x ∈ S E(2), Lx(g) is given as:

Lx(g) =

 cos ϕ − sin ϕ a1
sin ϕ cos ϕ a2

0 0 1


 x11 x12 x13

x21 x22 x23
x31 x32 x33


=

 x11 cos ϕ − x21 sin ϕ + a1x31 x12 cos ϕ − x22 sin ϕ + a1x32 x13 cos ϕ − x23 sin ϕ + a1x33
x11 sin ϕ + x21 cos ϕ + a2x31 x12 sin ϕ + x22 cos ϕ + a2x32 x13 sin ϕ + x23 cos ϕ + a2x33

x31 x32 x33

 .
In order to compute the Jacobian of the left translation Lx(g), we
define the entries of matrix Lx(g) by the functions F1, F2, ..., F9
as follows:

F1(xi j) = x11 cos ϕ − x21 sin ϕ + a1x31

F2(xi j) = x12 cos ϕ − x22 sin ϕ + a1x32

F3(xi j) = x13 cos ϕ − x23 sin ϕ + a1x33

F4(xi j) = x11 sin ϕ + x21 cos ϕ + a2x31

F5(xi j) = x12 sin ϕ + x22 cos ϕ + a2x32

F6(xi j) = x13 sin ϕ + x23 cos ϕ + a2x33

F7(xi j) = x31, F8(xi j) = x32, F9(xi j) = x33.

Therefore, the Jacobian is computed using the formula:

J(Lx) =



∂F1
∂x11

∂F1
∂x12

∂F1
∂x13

∂F1
∂x21

∂F1
∂x22

∂F1
∂x23

∂F1
∂x31

∂F1
∂x32

∂F1
∂x33

∂F2
∂x11

∂F2
∂x12

∂F2
∂x13

∂F2
∂x21

∂F2
∂x22

∂F2
∂x23

∂F2
∂x31

∂F2
∂x32

∂F2
∂x33

∂F3
∂x11

∂F3
∂x12

∂F3
∂x13

∂F3
∂x21

∂F3
∂x22

∂F3
∂x23

∂F3
∂x31

∂F3
∂x32

∂F3
∂x33

∂F4
∂x11

∂F4
∂x12

∂F4
∂x13

∂F4
∂x21

∂F4
∂x22

∂F4
∂x23

∂F4
∂x31

∂F4
∂x32

∂F4
∂x33

∂F5
∂x11

∂F5
∂x12

∂F5
∂x13

∂F5
∂x21

∂F5
∂x22

∂F5
∂x23

∂F5
∂x31

∂F5
∂x32

∂F5
∂x33

∂F6
∂x11

∂F6
∂x12

∂F6
∂x13

∂F6
∂x21

∂F6
∂x22

∂F6
∂x23

∂F6
∂x31

∂F6
∂x32

∂F6
∂x33

∂F7
∂x11

∂F7
∂x12

∂F7
∂x13

∂F7
∂x21

∂F7
∂x22

∂F7
∂x23

∂F7
∂x31

∂F7
∂x32

∂F7
∂x33

∂F8
∂x11

∂F8
∂x12

∂F8
∂x13

∂F8
∂x21

∂F8
∂x22

∂F8
∂x23

∂F8
∂x31

∂F8
∂x32

∂F8
∂x33

∂F9
∂x11

∂F9
∂x12

∂F9
∂x13

∂F9
∂x21

∂F9
∂x22

∂F9
∂x23

∂F9
∂x31

∂F9
∂x32

∂F9
∂x33



=



cos ϕ 0 0 − sin ϕ 0 0 a1 0 0
0 cos ϕ 0 0 − sin ϕ 0 0 a1 0
0 0 cos ϕ 0 0 − sin ϕ 0 0 a1

sin ϕ 0 0 cos ϕ 0 0 a2 0 0
0 sin ϕ 0 0 cos ϕ 0 0 a2 0
0 0 sin ϕ 0 0 cos ϕ 0 0 a2
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1


,

so that S (x) = |J(La)| = 1. The left Haar integral over S E(2) is
therefore given as:

IL( f ) =
∫

S E(2)

f (g)
S (x)

dg =
∫

S E(2)
f (g)dg

=
1

2π

∫ 2π

0
dϕ

∫
R2

f (x1, x2)dx1dx2 =

∫
R2

f (x1, x2)dx1dx2.

Here 1
2π

∫ 2π
0 dϕ is the normalised Haar integral of S O(2) up

to isomorphism with the circle group T. A similar calcula-
tion shows that the right Haar integral on S E(2) is the same
as the left Haar integral. Thus the Lie group S E(2) is unimod-
ular. Henceforth, dg = dµG(g) denotes the Haar measure of
G = S E(2).

We close this subsection with the definition of the Schwartz
space of S E(2). Consider S E(2) realized as R ⋊ T where T �
R/2πZ. If we choose a system of coordinates (x, y, θ) on G with
x, y ∈ R and θ ∈ T, then the Schwartz space of S E(2) may be
defined in the following way.

2.2.1. Definition (Ref. [10])
A complex-valued C∞ function f on G = S E(2) is called

rapidly decreasing if for any N ∈ N and α ∈ N3 we have:

PN,α( f ) = S upθ∈T,ξ∈R2 | (1 + ||ξ||2)N(Dα f )(ξ, θ) |< +∞,

where

Dα =

(
∂

∂x

)α1( ∂
∂y

)α2( ∂
∂θ

)α3

,

(α = (α1, α2, α3); ξ = (x, y)). The vector space of all rapidly
decreasing functions on G is denoted by S = S(G). Then S
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is a Frechet space in the topology given by the family of semi-
norms {PN,α : N ∈ N, α ∈ N3}. The space S ′(G) of linear
functionals on S (G) that are continuous is called the space of
tempered distribution on G = S E(2).

3. Radon transform of functions on Rn and SE(2)

Let X = (x1, x2, ..., xn) be an arbitrary point in Rn, f (X) =
f (x1, x2, ..., xn) be a function on Rn and dX = dx1dx2...dxn be a
measure in Rn. Let ξ be a unit vector that defines the hyperplane
with the equation

P = ξ · X = ξ1x1 + ξ2x2 + ... + ξnxn.

The Radon transform of f is defined as

R{ f (X)} =
∫
Rn

f (X)δ(P − ξ · X)dX.

We may also denote R{ f (X)} by f̌ (P, ξ). The properties of this
transform on Rn as contained in Ref. [2] are:

1. Homogeneity property: This property states that, for ar-
bitrary real number s , 0,

f̌ (sP, sξ) =| s |−1 f̌ (P, ξ).

If s = −1, f̌ (−P,−ξ) = f̌ (P, ξ). This is the symmetric
property.

2. Linearity property: Given f and g as functions and c1, c2
as constants, then

R{c1 f + c2g} = c1R f + c2Rg.

This property allows this transform defined on Rn to be
seen as a linear transform.

3. Shifting property: Considering f (X − a), (a ∈ Rn), where
X − a are (x1 − a1, x2 − a2, ..., xn − an). Then

R f (X − a) =
∫
Rn

f (X − a)δ(P − ξ · X)dX

=

∫
Rn

f (Y)δ(P − ξ.a − ξ.Y)dY.

dX = dx1.dx2...dxn and dY = dy1.dy2...dyn. If a = −a, we have:

R f (X + a) = f̌ (P + ξ · a, ξ).

We also give the definition of Radon transform of functions
on S E(2). Let f be a complex valued function on S E(2). Then
the Radon transform of f as may be found in Ref. [8] is defined
as:

f̌ (a · e, AT e) =
∫
R2

f (r)δ(a · e − AT r)dr. (3)

The definition of Radon transform on S E(2) given in equation
(3) above may be shown to be the convolution of two functions
on S E(2) as follows. Let

f ∗(g) = f (g−1)

be a conjugate function. Then the convolution of f1 and f ∗2 on
G is given by

( f1 ∗ f ∗2 )(g) =
∫

G
f1(h) f2(g−1h) dh =

∫
G

f1(gh) f2(h)dh.

When G = S E(2), we write:

( f1 ∗ f ∗2 )(a, A) =
∫

S O(2)

∫
R2

f1(a + Ar, AR) f2(r,R) dr dR,

where dr is the Lebesque measure on R2 and dR is the Haar
measure on S O(2).

Letting e1 = (1, 0) ∈ R2, f1(a, A) = δ(a.e1) and f2(r,R) =
f (−r), we have:

( f1 ∗ f ∗2 )(a, A) =
∫

S O(2)

∫
R2
δ(a + Ar) f2(−r)drdR.

Let dR be a measure on S O(2) normalized so that the total mea-
sure equals 1. In other words, assume that

∫
S O(2) dR = 1, then

( f1 ∗ f ∗2 )(a, A) =
∫
R2
δ(a + Ar) f (−r)dr.

By applying the transformation r → −r, we get

( f1 ∗ f ∗2 )(a, A) =
∫
R2
δ(a − Ar) f (r)dr =

∫
R2

f (r)δ(a − Ar)dr

=

∫
R2

f (r)δ(a · e1 − AT r)dr = f̌ (a · e1, AT e1).

We present the following result in the theorem below:

3.1. Theorem

Let G = R2 ⋊ S O(2) and let Φ(a, A) be the convolution
product of functions f1, f ∗2 ∈ S(G), with f2 also a function in
S(G). Then the following properties hold:

(i) Φ(a, A) satisfies the homogeneity condition

Φ(αa, αA) =| α |−1 Φ(a, A), α > 0.

(ii) Φ(a, A) is infinitely differentiable with respect to a.
(iii) Φ(a, A) ∈ S(G)
(iv) the integral

I =
∫
R2
||ξ||tΦ(ξ, A)dξ

contains a polynomial in t of degree (n − 1) of the form

Pn(t) = (−1)n−1||ξ||tβ
( n−1∑

k=1

(ln ||ξ||)ktk
)
.

Proof

(i) We put

Φ(a, A) =
∫
R2

f (r)δ(a.e − rAT )dr.

4
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Then,

Φ(αa, αA) =
∫
R2

f (r)δ(αa.e − αAT r)dr

=

∫
R2

f (r)δ[α(a.e − AT r)]dr.

Using the properties below

δ(ax) = a−1δ(x) = |a|−1δ(x), (4)

we have:

Φ(αa, αA) =
∫
R2

f (r)α−1δ(a.e − AT r)dr

=
1
α

∫
R2

f (r)δ(a.e − AT r)dr

= |α|−1
∫
R2

f (r)δ(a.e − AT r)dr = |α|−1 f̌ (a.e, AT e).

Hence,
Φ(αa, αA) = |α|−1Φ(a, A).

(ii)

Φ(a, A) =
∫
R2

f (r)δ(a.e − AT .er)dr.

Now

d
da
Φ(a, A) =

d
da

∫
R2

f (r)δ(a.e − AT er)dr

=

∫
R2

f (r)dr
d

da
δ(a.e − AT er).

Our focus is on d
daδ(a.e − AT er). a = (a1, a2) and

r = (r1, r2), A =

(
cos θ − sin θ
sin θ cos θ

)
and AT =(

cos θ sin θ
− sin θ cos θ

)
, then

a − AT r =
(

a1
a2

)
−

(
cos θ sin θ
−sinθ cos θ

) (
r1
r2

)
=

(
a1
a2

)
−

(
cos θr1 + sin θr2
− sin θr1 + cos θr2

)
=

(
a1 − cos θr1 − sin θr2
a2 + sin θr1 − cos θr2

)
=

(
a1 − cos θr1 − sin θr2, a2 + sin θr1 − cos θr2

)
∈ R2.

Since for X = (x1, x2, x3, ..., xn), δ(X) =
∏n

j=1 δ(x j) . It
means that

δ(a1 − cosθr1 − sinθr2, a2 − sinθr1 + cosθr2)
= δ(a1 − cosθr1 − sinθr2)δ(a2 + sinθr1 − cosθr2).

Therefore,

d
da
δ(a1 − cosθr1 − sinθr2)δ(a2 + sinθr1 − cosθr2)

= H(a1)δ(a2 + sinθr1 − cosθr2)
+ H(a2)δ(a1 − cosθr1 − sinθr2),

d2

da
δ(a1 − cosθr1 − sinθr2)δ(a2 + sinθr1 − cosθr2)

= H(a1)H(a2) + H(a1)H(a2) = 2H(a1)H(a2),

d3

da
δ(a1 − cosθr1 − sinθr2)δ(a2 + sinθr1 − cosθr2) = 0,

where H denotes the Heaviside’s function. We can con-
clude that f1 ∗ f2 ∈ C∞(G).

(iii) Let f1, f2 ∈ S (G). We show that f1 ∗ f2 ∈ S (G). This
means that we have to show that
(a) f1 ∗ f2 ∈ C∞(G)
(b) Dα( f1 ∗ f2)(g) is bounded. (a) has been proved in prop-
erty (ii) of the result above. Now to prove (b), let us give
the definition of convolution of functions in S(G). Given
f1, f2 ∈ S(S E(2)), the convolution of f1 and f2 is defined
as

( f1 ∗ f2)(g) =
∫

G
f1(h) f2(h−1g)dh.

Therefore,

|Dα( f1 ∗ f2)(g)| = |
∫

G
Dα f1(h) f2(h−1g)dh|.

We note that S E(2) is unimodular [12], this means∫
G

f (hg)dg =
∫

G
f (gh)dg =

∫
G

f (g−1)dg =
∫

G
f (g)dg.

So, by putting g = hg, we get:

|Dα( f1 ∗ f2)(g)| = |
∫

G
Dα f1(h) f2(h−1(hg)dh|

= |

∫
G

Dα f1(h) f2(g)dh|

≤

∫
G
|Dα f1(h) f2(g)dh|.

We know that

Dα( f1 ∗ f2)(g) = f1 ∗ Dα f2(g).

But
f1 ∗ Dα f2(h) =

∫
G

f1(h)Dα(h−1g)dh.

Therefore

|Dα( f1 ∗ f2)(g)| ≤
∫

G
| f1(h)||Dα f2(g)|dh

≤

∫
G
| f1(h)|dh

C
|(1 + ||ξ||2)m|

,

because |Dα f2(g)| ≤ Cα,N

|(1+||ξ||2)m |
. Since ||ξ|| is a positive real

constant, we may put QN = |(1 + ||ξ||2)N |, so that

|Dα( f1 ∗ f2)(g)| ≤
∫

G
| f1(h)||Dα f2(g)|dh

5
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≤

∫
G
| f1(h)|dh

C
|(1 + ||ξ||2)N |

≤
C

QN

∫
G
| f1(h)|dh

=
C

QN
∥ f1∥L1(G),

|(1 + ||ξ||2)N Dα( f1 ∗ f2)(ξ, θ)| = |(1 + ||ξ||2)N ||Dα( f1 ∗ f2)(ξ, θ)|
≤ C|| f ||L1(G) < +∞.

On taking supremum, we have

Pα,N( f1∗ f2) = supθ∈T,ξ∈R2 |(1+||ξ||2)N Dα( f1∗ f2)(ξ, θ)| < +∞.

(iv) We prove that

I =
∫
R2
||ξ||tΦ(ξ, A)dξ

is a polynomial of degree t. To this end, we evaluate I us-
ing partial integration formula. To effect this, let U = ||ξ||t

and let dV = Φ(ξ, A) so that V =
∫
R2 Φ(ξ, A)dξ. There-

fore,

I = UV −
∫
R2

VdU.

Now

dU
dt
= ||ξ||t ln ||ξ|| ⇒ dU = ||ξ||t ln ||ξ||dt.

Now,

I = ||ξ||t
∫
R2
Φ(ξ, A)dξ −

∫
R

∫
R2
Φ(ξ, A)dξ||ξ||t ln ||ξ||dt

= ||ξ||t
∫
R2
Φ(ξ, A)dξ −

∫
R

ln ||ξ||dt
∫
R2
||ξ||tΦ(ξ, A)dξ

= ||ξ||t
∫
R2
Φ(ξ, A)dξ − ln ||ξ||t

∫
R2
||ξ||tΦ(ξ, A)dξ. (5)

Integrating equation (5), we obtain

I = ||ξ||t
∫
R2
Φ(ξ, A)dξ

− ln ||ξ||t
(
||ξ||t

∫
R2
Φ(ξ, A)dξ − ln ||ξ||t

∫
R2
||ξ||tΦ(ξ, A)dξ

)

= ||ξ||t
∫
R2
Φ(ξ, A)dξ − ||ξ||t ln ||ξ||t

∫
R2
Φ(ξ, A)dξ

+ (ln ||V ||)2t2
∫
R2
||ξ||tΦ(ξ, A)dξ. (6)

Integrating equation (6), we obtain further

I = ||ξ||t
∫
R2
Φ(ξ, A)dξ − ||ξ||t ln ||ξ||t

∫
R2
Φ(ξ, A)dξ

+ (ln ||ξ||)2t2

×

(
||ξ||t

∫
R2
Φ(ξ, A)dξ − ln ||ξ||t

∫
R2
||ξ||tΦ(ξ, A)dξ

)

= ||ξ||t
∫
R2
Φ(ξ, A)dξ − ||ξ||t ln ||ξ||t

∫
R2
Φ(ξ, A)dξ

+ (ln ||ξ||)2t2||ξ||t
∫
R2
Φ(ξ, A)da

− (ln ||ξ||)3t3
∫
R2
||ξ||tΦ(ξ, A)dξ.

Integrating I further, we obtain:

I = ||ξ||t
∫
R2
Φ(ξ, A)dξ − ||ξ||t ln ||ξ||t

∫
R2
Φ(ξ, A)dξ

+ ||ξ||t(ln ||ξ||)2t2||ξ||t
∫
R2
Φ(ξ, A)dξ − (ln ||ξ||)3t3

(
||ξ||t

∫
R2
Φ(ξ, A)dξ − ln ||ξ||t

∫
R2
||ξ||tΦ(ξ, A)dξ

)
= ||ξ||t

∫
R2
Φ(ξ, A)dξ − ||ξ||t ln ||ξ||t

∫
R2
Φ(ξ, A)dξ

+ ||ξ||t(ln ||ξ||)2t2||ξ||t
∫
R2
Φ(ξ, A)dξ

− ||ξ||t(ln ||ξ||)3t3||ξ||t
∫
R2
Φ(ξ, A)dξ

+ (ln ||ξ||)4t4
(
||ξ||t

∫
R2
Φ(ξ, A)dξ

)
.

We can conclude that the integral I contains a polynomial
in t of degree (n − 1) of the form:

Pn(t) = (−1)n−1||ξ||tβ
( n−1∑

k=1

(ln ||ξ||)ktk
)
,

and a non terminating integral of the form:

(−1)nβ ln(||ξ||)ntn||ξ||t
∫
R2
||ξ||tΦ(ξ, A)dξ. □

The above result is an extension of the work of Gelfand
and Gindikin [2] obtained for Rn. We have extended the
result to the motion group and obtained a unique polyno-
mial in property (iv) which is used mainly in approxima-
tion theory for obtaining numerical solutions.

4. Explicit determination of spherical function for SE(2)

In this section, an explicit derivation of spherical function
for S E(n), when n = 2 is presented. Before then, some prelimi-
naries about one-parameter subgroups, vector fields and spher-
ical functions on G are required. We start with one parameter
subgroups of S E(2) in subsection 4.1 followed by vector fields
in subsection 4.2, spherical functions are discussed in subsec-
tion 4.3.

4.1. One-parameter subgroup of SE(2)
We begin this section by identifying the Lie algebra of

S E(n) denoted by se(n). This Lie algebra is the sub-algebra
of gl(n + 1,R) which may be defined as:

se(n) =
{
X =

(
P Q
0 0

)
: Q ∈ Rn, P ∈ so(n)

}
.

6
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gl(n+1,R) is the Lie algebra of GL(n+1,R), the general linear
group. It consist of real matrices Z of dimension n + 1 with
the Lie bracket [Z1,Z2] = Z1Z2 − Z2Z1 for Z1,Z2 ∈ gl(n + 1,R)
and so(n), being the Lie algebra of S O(n), is defined as so(n) ={
P ∈ gl(n + 1,R)|P + Pt = 0

}
[13]. se(2) is a three dimensional

Linear with the following as basis elements:

X1 =

 0 0 1
0 0 0
0 0 0

 , X2 =

 0 0 0
0 0 1
0 0 0

 , X3 =

 0 −1 0
1 0 0
0 0 0

 .
These basis elements obey these relations [X1, X2] = 0,
[X2, X3] = X1 and [X3, X1] = X2 and are said to be commu-
tative. They are shown below:

[X1, X2] = X1X2 − X2X1

=

 0 0 1
0 0 0
0 0 0


 0 0 0

0 0 1
0 0 0


−

 0 0 0
0 0 1
0 0 0


 0 0 1

0 0 0
0 0 0


=

 0 0 0
0 0 0
0 0 0

 −
 0 0 0

0 0 0
0 0 0


= 0.

[X2, X3] = X2X3 − X3X2

=

 0 0 0
0 0 1
0 0 0


 0 −1 0

1 0 0
0 0 0


−

 0 −1 0
1 0 0
0 0 0


 0 0 0

0 0 1
0 0 0


=

 0 0 0
0 0 0
0 0 0

 −
 0 0 −1

0 0 0
0 0 0


=

 0 0 1
0 0 0
0 0 0


= X1.

[X3, X1] = X3X1 − X1X3

=

 0 −1 0
1 0 0
0 0 0


 0 0 1

0 0 0
0 0 0


−

 0 0 1
0 0 0
0 0 0


 0 −1 0

1 0 0
0 0 0


=

 0 0 0
0 0 1
0 0 0

 −
 0 0 0

0 0 0
0 0 0



=

 0 0 0
0 0 1
0 0 0


= X2.

It is now suitable to discuss the one-parameter subgroup of
S E(2). This is important for defining the left or right invari-
ant differential operators on S E(2). Before going on, the one-
parameter subgroup of a (real) Lie group G in general is defined
as follows [14].

4.1.1. Definition
Let G be a linear Lie group. A function ζ : R → G is a

one-parameter subgroup of G if
(a) ζ is continuous
(b) ζ(0) = I, I is the identity element of G
(c) ζ(t + s) = ζ(t)ζ(s), for all s, t ∈ R.

There is an important theorem for calculating the one pa-
rameter subgroup of G which we state in theorem 4.1.2 below.

4.1.2. Theorem (Ref. [14])
Let ζ : R → GL(n,R) be a one-parameter subgroup. ζ is a

C∞ and ζ(t) = exp(tB), with B = ζ′(0). In fact, ζ is seen to be
even and real analytic.

Putting t = 1, then ζ(1) = exp(B) and since the expo-
nential map exp(.) is always defined from the Lie algebra of
G to G itself, it stands to reason that B ∈ gl(n,R). We can
now calculate the one-parameter subgroups of S E(2) using the
formula specified in theorem 4.1.2. For X1, we have

ζ1(t) = exp(tX1)

= I + tX1 +
t2X2

2!
+

t3X3

3!
+ ....

Since

X2
1 =

 0 0 1
0 0 0
0 0 0


 0 0 1

0 0 0
0 0 0


=

 0 0 0
0 0 0
0 0 0

 = Xn
1 , ∀ n > 2,

we have

ζ1(t) = I+tX1 =

 1 0 0
0 1 0
0 0 1

+t

 0 0 1
0 0 0
0 0 0

 =
 1 0 t

0 1 0
0 0 1

 .
Similarly, the one-parameter subgroup of S E(2) corresponding
to X2 is

ζ2(t) = exp(tX2) = I + tX2 +
t2X2

2

2!
+

t3X3
2

3!
+ ....

But

X2
2 =

 0 0 0
0 0 1
0 0 0


 0 0 0

0 0 1
0 0 0


7
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=

 0 0 0
0 0 0
0 0 0

 = Xn
1 , ∀ n > 2.

Therefore,

ζ2(t) = I+tX2 =

 1 0 0
0 1 1
0 0 1

+t

 0 0 0
0 0 1
0 0 0

 =
 1 0 0

0 1 t
0 0 1

 .
Finally, ζ3(t) is obtained as:

ζ3(t) = exp(tX3) = I + tX3 +
t2X2

3

2!
+

t3X3
3

3!
+ . . . (7)

Now

X2
3 =

 0 −1 0
1 0 0
0 0 0


 0 −1 0

1 0 0
0 0 0

 =
 −1 0 0

0 −1 0
0 0 0

 ,

X3
3 =

 −1 0 0
0 −1 0
0 0 0


 −1 0 0

0 −1 0
0 0 0

 =
 0 1 0
−1 0 0
0 0 0

 ,
X4

3 =

 0 1 0
−1 0 0
0 0 0


 0 −1 0

1 0 0
0 0 0

 =
 1 0 0

0 1 0
0 0 0

 ,
X5

3 =

 1 0 0
0 1 0
0 0 0


 0 −1 0

1 0 0
0 0 0

 =
 0 −1 0

1 0 0
0 0 0

 ,
X6

3 =

 0 −1 0
1 0 0
0 0 0


 0 −1 0

1 0 0
0 0 0

 =
 −1 0 0

0 −1 0
0 0 0

 .
Since X6

3 = X2
3 , the exponential series equation (7) terminates

at X5
3 . Therefore,

ζ3(t) = I + tX3 +
t2X2

3

2!
+

t3X3
3

3!
+

t4X4
3

4!
+

t5X5
3

5!

=

 1 0 0
0 1 0
0 0 0

 + t

 0 −1 0
1 0 0
0 0 0

 + t2

2!

 −1 0 0
0 −1 0
0 0 0


+

t3

3!

 0 1 0
−1 0 0
0 0 0


+

t4

4!

 1 0 0
0 1 0
0 0 0

 + t5

5!

 0 −1 0
1 0 0
0 0 0


=


1 − t2

2! +
t4

4! + ... −t + t3

3! −
t5

5! + ... 0
t − t3

3! +
t5

5! + ... 1 − t2

2! +
t4

4! + ... 0
0 0 1


=

 cos t − sin t 0
sin t cos t 0

0 0 1

 .

4.2. Vector fields on SE(2)
An explicit invariant differential operator on SE(2) [15, 16],

which is of interest in what follows, is the Laplace-Beltrami
operator given by:

∇2 =
∂2

∂r2 +
1
r
∂

∂r
+

1
r2

∂2

∂θ2 +
∂2

∂ψ2 .

Before going on, we show that (Rn ⋊ S O(n), S O(n)) is a
Gelfand pair, where G = Rn ⋊ S O(n) is the general Euclidean
motion group. For g ∈ G, g = (ξ, k) with ξ ∈ Rn, k ∈ S O(2) =:
K. Product on G may be considered as an action of G on Rn

given as:
g · x = k · x + ξ,

where ξ, x ∈ Rn and k ∈ S O(n). Now, given k1, k2 ∈ K and
ξ1, ξ2 ∈ Rn, one can define a product in G as (k1, ξ1)(k2, ξ2) =
(k2 · ξ1 + ξ2, k1k2). This shows that (k1, ξ1) = (k1, 0)(1, ξ1) fol-
lowing the product defined above. Let us define a map ϕ as:

ϕ : G → G,

as
(k1, ξ1) 7→ (k1,−ξ1) or ϕ(k1, ξ1) = (k1,−ξ1).

Then ϕ is an automorphism of G that is involutive and con-
tinuous and ϕ(k1, ξ1) = [(k1, 0)(1, ξ1)] = (k1, 0)(1,−ξ1) =
(k1, 0)(k1, ξ1)−1(k1, 0). Therefore, ϕ(g) ∈ Kg−1K, ∀g ∈ G. This
shows that (G,K) is a Gelfand pair. This claim is supported
by Ref. [17]. Let us give an explicit derivation of spherical
function for G = Rn ⋊ S O(n) as follows.

The Laplace-Beltrami operator on SE(2) [16] is given by:

∇2 =
∂2

∂r2 +
1
r
∂

∂r
+

1
r2

∂2

∂θ2 +
∂2

∂ψ2 . (8)

Let the operator act on φ = φ(r, θ, ψ), then

∇2φ =
∂2φ

∂r2 +
1
r
∂φ

∂r
+

1
r2

∂2φ

∂θ2 +
∂2φ

∂ψ2 . (9)

We have the following elleptic partial differential equation

∂2φ

∂r2 +
1
r
∂φ

∂r
+

1
r2

∂2φ

∂θ2 +
∂2φ

∂ψ2 = 0. (10)

Let us assume that the above equation has a solution of the form

φ(r, θ, ψ) = R(r)F(θ)Ψ(ψ). (11)

Now, 

∂φ

∂r
= F(θ)Ψ(ψ)

∂R
∂r

and
∂2φ

∂r2 = F(θ)Ψ(ψ)
∂2R
∂r2

∂2φ

∂θ2 = R(r)Ψ(ψ)
∂2F
∂θ2

∂2φ

∂ψ2 = R(r)F(θ)
∂2Ψ

∂ψ2 .

(12)

Substituting equation (12) into equation (10), we have:

F(θ)Ψ(ψ)
∂2R(r)
∂r2 +

1
r

F(θ)Ψ(ψ)
∂R(r)
∂r
+

1
r2 R(r)Ψ(ψ)

∂2F
∂θ2

8
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+ R(r)F(θ)
∂2Ψ

∂ψ2 = 0. (13)

Dividing equation (13) by R(r)F(θ)Ψ(ψ), we get:

1
R(r)

∂2R(r)
∂r2 +

1
R(r)r

∂R(r)
∂r
+

1
F(θ)r2

∂2F(θ)
∂θ2 +

1
Ψ(ψ)

∂2Ψ(ψ)
∂ψ2 = 0.

1
R(r)

∂2R(r)
∂r2 +

1
R(r)r

∂R(r)
∂r
+

1
F(θ)r2

∂2F(θ)
∂θ2 = −

1
Ψ(ψ)

∂2Ψ(ψ)
∂ψ2 .

(14)

The Left Hand Side of equation (14) depends only on (r, θ)
while the Right Hand Side depends only on ψ. We can equate
each side to a constant, say −m2. Thus we get:

−
1
Ψ(ψ)

∂2Ψ

∂Ψ2 = −m2 ⇒
1
Ψ(ψ)

∂2Ψ

∂Ψ2 = m2 ⇒
∂2Ψ

∂Ψ2 = m2Ψ(ψ),

(15)

and

1
R(r)

∂2R
∂r2 +

1
R(r)r

∂R
∂r
+

1
F(θ)r2

∂2F
∂θ2 = −m2. (16)

Multiplying equation (16) by r2, we get:

r2

R(r)
∂2R
∂r2 +

r
R(r)

∂R
∂r
+

1
F(θ)

∂2F
∂θ2 = −m2r2

so that

r2

R(r)
∂2R
∂r2 +

r
R(r)

∂R
∂r
+ m2r2 = −

1
F(θ)

∂2F
∂θ2 . (17)

Again equate both sides equation (17) to n2, n being a fixed
positive integer:

r2

R(r)
d2R(r)

dr2 +
r

R(r)
dR(r)

dr
+ m2r2 = n2 (18)

−
1

F(θ)
d2F(θ)

dθ
= n2. (19)

We can now solve the ODE:

r2

R(r)
d2R(r)

dr2 +
r

R(r)
dR(r)

dr
+ m2r2 − n2 = 0. (20)

Next, we transform this equation into Bessel equation. To do
this, we let mr = x so that ∂x

∂r = m. Then,

dR(r)
dr
=

dR(r)
dx

dx
dr
= m

dR(r)
dx

.

d2R(r)
dr2 =

d
dr

(dR
dr

)
=

d
dr

(
m

dR(r)
dx

)
= m

d2R(r)
dx2

dx
dr

= m
d2R(x)

dx2 m = m2 d2R(x)
dx2 .

Equation (20) becomes

m2 r2

R(r)
d2R(r)

dx2 +
mr

R(r)
R(r)
dx
+ (m2r2 − n2) = 0. (21)

Multiply equation (21) by R(r) to get

m2r2
2R(r)
dx2 + mr

R(r)
dx
+ (m2r2 − n2)R(r) = 0,

where mr = x; m2r2 = x2, therefore,

x2 d2R(r)
dx2 + x

R(r)
dx
+ (x2 − n2)R(r) = 0.

This may be re-written as:

d2R(r)
dx2 +

1
x

dR(r)
dx
+ (1 −

n2

x2 )R(r) = 0. (22)

The differential equation (22) is a Bessel differential equation
and it has a solution of the form

Jλ(mr) = Γ(
n
2

)
∞∑

k=0

λk

k!Γ(k + n
2

(
mr
2

)2k (23)

= Γ(
n
2

)(
√
λr
2

)
2−n

2 I n−2
2

(
√
λr). (24)

Iν is the Bessel function of index ν. Different values of λ will
give different solutions. In our own case, we are considering
S E(2), that is n = 2. Therefore, equation (24) can be further
simplified to be

Jλ(mr) = Γ(1)
 √λr

2

0

I 2−2
2

(√
λr

)
(25)

= I0

(√
λr

)
. □ (26)

Expression equation (26) is the desired spherical function for
S E(2), generally referred to as the Bessel function of order
zero.

A positive definite function [18, 19]

f : G → C

satisfies the following inequality∑
i, j=1m

αiαk f (g−1
i gk) ≥ 0, (27)

for all subsets {g1, ..., gm} ∈ G and all sequences {α1, ..., αm} ∈

C. The integral analogue of the inequality equation (27) is given
by ∫

G

∫
G

f (g−1
i gk)φ(gi)φ(gk)dgidgk ≥ 0, (28)

where φ ranges over L1(G) or Cc(G). If f is a continuous func-
tions, equations (27) and (28) are equivalent.

A spherical function that also satisfies equation (27) is re-
ferred to as positive definite spherical function. Let (G,K )̂ stand
for the set of spherical functions on G and let (G,K )̂+ denotes
the subset of (G,K )̂ that is positive definite. The set (G,K )̂+

9
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is isomorphic with R+. A measure π on (G,K )̂ such that for
f ∈ L1(G,K) the plancherel theorem holds, that is∫

(K\G/K)
| f (a)|2d(kak) =

∫
(G,K )̂
| f̂ (φ)|2dπ(φ),

is referred to as plancherel measure and its support is the full
set (G,K )̂.

A Bochner measure µ on G can be decomposed with respect
to π into the following

µ = µac + µd + µ
′
sc. (29)

With respect to π, µac, µd and µsc are known as absolutely con-
tinuous, discrete part of the singular part of µ and the continu-
ous part of the singular part of µ respectively. There is a func-
tion hµ ∈ L1((G,K), π) such that for all measurable set E, we
have

µac(E) =
∫

E
hµdπ.

A result concerning spherical functions on G, which are also
positive definite , is presented as follows.

4.2.1. Theorem
Let G = Rn ⋊ S O(n) and let ϕ be a positive definite

K-bi-invariant function on G that is continuous. Let hµ ∈
L1((G,K), π) be the representation of µac. ϕ is strictly positive
definite if hµ is strictly positive for all φ in the support of π.

Proof Let us assume that there is a set of n elements
g1, ..., gn in G and c1, ..., cn ∈ C such that

n∑
p,q=1

cpcqϕ(g−1
p gq) = 0.

Without losing generality, let us assume that elements of G lie in
distinct coset, that is kgpk , kgqk, for p , q. Letting αφ(a−1) =
α(a) and the notation gq = aqτq, we get∫

(G,K )̂

∫
K

∣∣∣∣∣ n∑
q=1

cqαφ(aqτq)
∣∣∣∣∣2dτdµ(φ) = 0.

Decomposing µ, we can conclude that the following integral is
equal to zero∫

(G,K)

∫
K

∣∣∣∣∣ n∑
q=1

cqαφ(aqτq)
∣∣∣∣∣2dτhµ(φ)dπ(φ).

Since hµ > 0 on the support of π and the latter equal (G,K )̂, we
have that

n∑
q=1

cqα(aq) = 0,

for all α in R̂n. Evaluation of points or functionals on the dual
group R̂n are linearly independent as a result of the Gelfand-
Raikov theorem, which leads to the contradiction c1 = ... =
cn = 0. □

5. Conclusion

In this work, a unique way of computing the Haar mea-
sure of SE(2) is presented. It is shown in that the Radon trans-
form of functions on SE(2) is obtained as the convolution of
functions in the Schwartz space of SE(2). A major result con-
cerning some properties of convolution of functions in SE(2)
is proved. The explicit determination of spherical functions for
SE(2) is presented. It is shown that this spherical function is the
Bessel function of order zero, obtained by solving the Laplace-
Beltrami operator of SE(2) radially by the method of separation
of variable. One open problem encountered in this research is
the extension of Paley-Wienner theorem on Rn to SE(2). It is
our interest to use the theorem to solve this problem.

Data availability

We do not have any research data outside the submitted
manuscript file.
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