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Abstract

Air pollution significantly impacts human health and socioeconomic development, making accurate air quality prediction crucial. This study
proposes a hybrid CNN-LSTM-Attention model optimized with an improved Dung Beetle Optimization (IDBO) algorithm to enhance predictive
performance. IDBO integrates multiple strategies to improve global search capabilities and overcome the limitations of conventional DBO.
Experiments using PM2.5 data from Penang, Malaysia, demonstrate that the proposed model outperforms other models across multiple evaluation
metrics R2 = 0.904, RMSE = 2.677, MSE = 7.168, MAE = 1.982, MAPE = 44.1%). The findings validate the effectiveness of the proposed
approach in improving air quality prediction, offering valuable insights for environmental monitoring and pollution control.
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1. Introduction

With rapid industrialization, air pollution has become a
critical global issue, posing severe threats to public health
and socioeconomic development. PM2.5, a key pollutant, has
been linked to increased respiratory and cardiovascular dis-
eases [1, 2]. Given its complex and nonlinear nature, accu-
rate air quality prediction is crucial for effective environmental
monitoring and policymaking. However, air pollution data ex-
hibits high variability and strong dependencies on meteorologi-
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cal conditions, making it challenging to develop precise predic-
tive models [3].

Air quality prediction [4] has been approached through
three primary modeling techniques: statistical models, machine
learning models, and deep learning models. Statistical models,
such as ARIMA [5] and MLR [6], rely on predefined assump-
tions about data distribution but struggle with nonlinear pat-
terns. Machine learning methods, such as RF [7], SVM [8], and
XGBoost [9], can improve predictive accuracy by leveraging
large datasets, but they often require extensive feature engineer-
ing. Deep learning models, including MLP, CNNs [10], and
LSTM [11], have demonstrated superior performance in han-
dling spatiotemporal dependencies, yet suffer from high com-
putational costs and overfitting risks.
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To overcome the limitations of individual models, hy-
brid models have been proposed, integrating different tech-
niques to enhance predictive accuracy. Several recent
studies have explored various hybrid architectures, such
as ARIMA-CNN-LSTM and ACNN-ARIMA-QPSO-LSTM-
XGBoost [12]. While these approaches improve prediction
performance, they still face challenges such as suboptimal hy-
perparameter tuning, slow convergence, and sensitivity to input
variations [13–15].

Table 1 summarizes key studies on air quality prediction,
highlighting their methodologies, evaluation metrics, contribu-
tions, and limitations.

Despite significant advancements in air quality prediction,
existing studies face several challenges:

1. Data Complexity: Air quality data exhibits high variabil-
ity and strong nonlinear dependencies, making it difficult
for conventional models like ARIMA to capture long-
term patterns.

2. Hyperparameter Optimization: Many studies rely on
standard optimization methods (e.g., PSO, ISSA ), which
are prone to local optima and fail to efficiently explore
the search space.

3. Computational Cost: Complex hybrid models such as
ACNN-ARIMA-QPSO-LSTM-XGBoost require exten-
sive computational resources, limiting their practical ap-
plications.

4. Scalability and Generalization: Most hybrid models are
tested on limited datasets, often failing to generalize ef-
fectively to diverse environmental conditions.

To address these gaps, this study proposes a CNN-LSTM-
Attention hybrid model optimized using an enhanced Dung
Beetle Optimization (IDBO) algorithm. Compared to previous
works:

1. IDBO improves optimization efficiency, leveraging
golden sine strategy, self-spiral strategy, Levy flight, and
adaptive t-distribution to enhance global search and avoid
local optima.

2. The CNN-LSTM-Attention architecture effectively cap-
tures spatial-temporal features, surpassing conventional
hybrid models.

3. The proposed model achieves higher accuracy on real-
world datasets, demonstrating superior predictive perfor-
mance compared to existing approaches.

The key contributions of this study include:

1. Proposing a novel hybrid model: Integrating CNN,
LSTM, and Attention mechanisms to enhance feature ex-
traction and sequence learning for PM2.5 prediction.

2. Developing an improved Dung Beetle Optimization
(IDBO) algorithm: Enhancing hyperparameter tuning
through advanced optimization strategies, improving
convergence speed and accuracy.

3. Comprehensive performance evaluation: Comparing the
proposed model with multiple hybrid and individual

models using real-world air pollution data from Penang,
Malaysia, demonstrating superior predictive accuracy (
R2=0.904), RMSE = 2.677, MSE = 7.168, MAE = 1.982,
MAPE = 44.1%).

2. Materials and methods

This paper proposes the IDBO-CNN-LSTM-Attention
model. To tackle the issues of low accuracy and slow conver-
gence speed, the DBO method is initially upgraded.

1. The golden sine strategy is incorporated into the rolling
phase to increase the likelihood of discovering high-
quality solutions.

2. The self-spiral strategy is used in the foraging stage to
push the population to the optimal position.

3. During the stealing stage, the Levy flight technique
is used to introduce random disturbances to the most
promising position at that moment.

4. An adaptive t-distribution is applied to refine the global
optimal solution, enhancing the algorithm’s capability to
avoid local optima. Subsequently, the IDBO is utilized to
optimize the hyperparameters of the CNN-LSTM-ATT
model. Figure 1 presents the flowchart of the composite
model.

2.1. CNN

One of the most potent networks in deep learning is the
CNN. The main advantage of CNN is to extract data features.
It extracts local features of data through a series of convolution
operations in the convolution layer, and then reduces the feature
dimension through the pooling layer, reduces the computational
complexity, and extracts the main features. In air quality pre-
diction, CNN processes historical PM2.5 concentration values
through convolution layers. At the same time, the filter detects
the key features of the data, such as the concentration values
of related pollutants, which are crucial for PM2.5 prediction.
CNN performs feature extraction and dimensionality reduction
through convolution layers and pooling layers, which speeds up
the efficiency of extracting key features from air quality predic-
tion data. Therefore, features are extracted from the normalized
data using a CNN, followed by LSTM for analysis and predic-
tion.

2.2. LSTM

LSTM are improved by recurrent neural networks (RNNs)
and are mainly used to solve the gradient explosion and vanish-
ing problems caused by the repeated use of weights. Unlike the
original RNN’s hidden layer, the LSTM introduces a cell state,
and at the same time, the number of LSTM ”gates” is larger and
the structure is more complex. It comprises three gates: the out-
put gate, the forget gate, and the input gate. as well as memory
cells that are identical in shape to the hidden state, as shown in
Figure 2. At the heart of LSTM is the state of the cell, as well as
the various phylum structures within it. The following are each
gate’s structures: (a) The forgotten entrance mainly uses the
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Table 1. Summary of previous studies on air quality prediction.
Study Method Evaluation Metrics Key Contribution Limitations
Shao et al. (2023)
[16]

VMD + Informer +
XGBoost

RMSE = 3.42, MAE
= 2.19

Integrated time-series
decomposition and
XGBoost for PM2.5
prediction

Limited general-
ization ability on
complex datasets

Duan et al. (2023)
[12]

ARIMA-CNN-
LSTM

R² = 0.86, RMSE =
4.12

Combined statistical
models with deep
learning to improve
accuracy

Linear assumptions
of ARIMA reduce
flexibility in cap-
turing nonlinear
dependencies

Nguyen et al. (2024)
[14]

ACNN-ARIMA-
QPSO-LSTM-
XGBoost

R² = 0.88, MSE =
9.35

Hybridized multiple
methods for PM2.5
forecasting

High computational
cost, long training
time

Liu & Guo (2022)
[15]

ISSA-LSTM R² = 0.89, RMSE =
3.87

Used Sparrow Search
Algorithm (ISSA) to
optimize LSTM

Prone to overfitting,
sensitive to parameter
initialization

Wu et al. (2022) [17] PSO-XGBoost RMSE = 3.21, MAE
= 2.14

Applied Particle
Swarm Optimization
(PSO) for hyperpa-
rameter tuning

Vulnerable to local
optima, slow conver-
gence

Zhu et al. (2023) [18] CEEMDAN-VMD-
ISCSO-LSTM

R² = 0.91, RMSE =
3.05

Combined decompo-
sition techniques with
Improved Sand Cat
Swarm Optimization
(ISCSO)

High computational
cost, suboptimal
performance on long
time-series data

Figure 1. The workflow of the IDBO-CNN-LSTM-Attention hybrid model.

sigmoid structure to perform linear transformation to generate
an output value between 0 and 1, so that it can selectively forget
the input. This mechanism can retain or discard previous infor-
mation as needed, thus more effectively capturing the long-term
dependencies within the data. (b) The input gate consists of two
components: the first uses a sigmoid function to select the value
to be updated, while the second employs a tanh function to gen-

erate new candidate information. This update relationship can
effectively process time series and Address the issues of gradi-
ent explosion and vanishing in RNNs. (c) The output gate uses
the current input and state to generate new output. The math
formulas for each door are as follows:

ft = σ
(
W f · [ht−1, xt] + b f

)
. (1)
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Figure 2. LSTM.

it = σ (Wi · [ht−1, xt] + bi) . (2)

C̃t = tanh (Wc · [ht−1, xt] + bc) . (3)

Ct = ft ·Ct−1 + it ·
∼

C t. (4)

ot = σ(Wo · [ht−1, xt] + bo). (5)

ht = ot · tanh(Cc). (6)

2.3. Attention

The primary functions of attention are to improve the
model’s predictive capability, focus on key segments of the
sequence, and effectively handle long sequences. Following
the LSTM, ATT is employed to weight the output data from
the LSTM layer, highlight important features, and enhance the
accuracy of PM2.5 predictions. ATT takes the output from
the LSTM hidden layer as its input. This output is processed
through a fully connected layer and normalized using the soft-
max function, producing a set of weights. These weights allow
the model to assign greater importance to key elements dur-
ing predictions, enabling it to identify and focus on significant
portions of complex data. Attention performs calculations as
follows:

S i = tanh(WHi + bi). (7)

αi = so f t max(S i). (8)

Ci =

k∑
i=1

αiHi. (9)

The result of the LSTM hidden layer is Hi; S i is the score
output by each hidden layer; Ci is the weighted average sum-
mation value; bi is the bias term.

2.4. DBO
DBO [19] primarily adjusts its position by mimicking four

natural behaviors of dung beetles: rolling, egg-laying, foraging,
and stealing.

2.4.1. Rollerball dung beetle
Rolling dung beetles are updated using equation (1).xi(t + 1) = xi(t) + α × k × xi(t − 1) + b × ∆x
∆x = |xi(t) − Xω|.

(10)

When it comes across an obstacle,, it updates its position by
dancing with the following formula.

xi(t + 1) = xi(t) + tan θ|xi(t) − xi(t − 1)|. (11)

2.4.2. Spawning dung beetles
The positions of the hatching dung beetles are updated as

follows, reflecting the dynamic characteristics of the spawning
area:

Bi(t+1) = X∗+b1× (Bi(t)−Lb∗)+b2× (Bi(t)−Ub∗). (12)
4
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Bi(t) denotes the positional information of the i th hatching ball
dung beetle ; b1 and b2 represent two independent random vec-
tors, each of size 1 × D.

2.4.3. Foraging dung beetles
The following shows the updated position of the little baby.

xi(t + 1) = xi(t) + C1 × (xi(t) − Lbb) + C2 × (xi(t) − Ubb),
(13)

where C1 and C2 indicate a random scalar and a random vector,
respectively.

2.4.4. Stealing dung beetles
The stealing behavior involves taking dung balls from oth-

ers. Its position is adjusted in the following ways during the
iterative process.

xi(t + 1) = Xb + S × g × (|xi(t) − X∗| + |xi(t) − Xb|), (14)

where g represents a randomly generated vector; S denotes a
constant.

2.5. IDBO algorithm

2.5.1. Golden sine optimization algorithm
The golden sine optimization algorithm [20] adopts the use

of sinusoidal function for iterative optimization search, at the
same time, The incorporation of the golden section coefficient
in the updating process provides the method with robust global
search capabilities during the pre-iteration phase and sufficient
local search abilities in the final phases of the iteration. In the
rolling phase, The following is the position update formula that
utilizes the golden sine strategy.

xi(t + 1) = xi(t) · | sin r1| − r2 · sin r1 · |c1xb − c2xi(t)|, (15)

where r1 is a random number for the distance travelled; r2 is a
random number for the update direction; g1 is the golden sec-
tion number, c1 and c2are a constant.

2.5.2. Self-spiral strategy
The delayed pursuit of dominance by dung beetles during

foraging negatively impacts the algorithm’s convergence in its
later stages. Inspired by the spiral search strategy [21], it is im-
proved and the following presents the position update formula:

xi(t+1) = ezl·cos(2πl)·xi(t)+c1(xi(t)−Lbb)+c2(xi(t)−Ubb),
(16)

where z is a constant for the spiral equation; the random number
l falls within the interval [-1, 1].

2.5.3. Levy flying
Due to the lack of interactive behaviour between peers in

the stealing behaviour, The algorithm can easily get trapped in
a local optimum. To address this issue, we implement the Lévy
flight strategy from the cuckoo algorithm [22] to improve the
algorithm’s capability for finding the global optimum and to
enhance search space exploration. The Lévy flight strategy is
defined as follows.

Levy(x) = 0.01 ×
r3 × σ

|r4|(1/ε)
. (17)

σ =

(
Γ(1 + ξ) × sin(πξ/2)

Γ((1 + ς)/2) × ξ × 2((ξ−1)/2)

)(1/ξ)

, (18)

where Γ(x) = (x − 1)!.

2.5.4. Adaptive t-distribution
For high dimensionality and high complexity objective

function, in the late iteration, it is very easy to ignore the global
optimal position, adaptive t-distribution can be perturbed to the
current position, to Strengthen the algorithm’s resistance to get-
ting stuck in local optima, and to strengthen the algorithm’s
convergence speed and solving efficiency, and the individual
updates are as follows:

xt+1
i = xt

i + xt
i · t(iter). (19)

Meanwhile, The dynamic selection probability p is employed to
automatically adjust the equation as follows, aiming to reduce
computation time:

p = w1 − w2 ·
T − t

T
,w1 = 0.5,w2 = 0.1. (20)

To address the limitations of the DBO algorithm, this study
introduces four key improvements: the Golden Sine Strategy,
the Self-Spiral Strategy, Levy Flight, and the Adaptive tDis-
tribution. These enhancements aim to improve global search
capability, convergence speed, and robustness against local op-
tima.

Table 2 summarizes the major challenges in the original
DBO algorithm and the corresponding improvements intro-
duced in IDBO. Each enhancement is designed to overcome
a specific limitation and collectively contributes to a more effi-
cient and effective optimization process.

From Table 2, we can see that the Golden Sine Strategy en-
hances early-stage exploration, preventing premature conver-
gence. The Self-Spiral Strategy focuses on improving local
exploitation, ensuring faster and more efficient fine-tuning in
later iterations. The Levy Flight mechanism introduces stochas-
tic jumps, which significantly reduce the chances of getting
trapped in local optima. Finally, the Adaptive t-Distribution
provides dynamic step-size adjustments, making the algorithm
more robust when handling high-dimensional and complex op-
timization problems.

By integrating these enhancements, IDBO achieves a bet-
ter balance between exploration and exploitation, leading
to improved performance in hyperparameter tuning for the
CNNLSTM-Attention model.
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Table 2. Enhancements in IDBO algorithm and corresponding improvements.
DBO Limitation IDBO Enhancement Improvement Achieved
Slow convergence in early iterations Golden Sine Strategy Improves global search by leveraging

sinusoidal perturbations
Poor local exploitation in later iterations Self-Spiral Strategy Enhances fine-tuning in local regions to

improve solution quality
Easily trapped in local optima Levy Flight Introduces stochastic jumps to escape

local optima
Insufficient precision in final search Adaptive

t-Distribution
Adjusts search radius dynamically to re-
fine the optimal solution

From Table 2, we can see that the Golden Sine Strategy en-
hances early-stage exploration, preventing premature conver-
gence. The Self-Spiral Strategy focuses on improving local
exploitation, ensuring faster and more efficient fine-tuning in
later iterations. The Levy Flight mechanism introduces stochas-
tic jumps, which significantly reduce the chances of getting
trapped in local optima. Finally, the Adaptive t-Distribution
provides dynamic step-size adjustments, making the algorithm
more robust when handling high-dimensional and complex op-
timization problems.

By integrating these enhancements, IDBO achieves a bet-
ter balance between exploration and exploitation, leading to
improved performance in hyperparameter tuning for the CNN-
LSTM-Attention model.

3. Experimental results and analysis

3.1. Data sources and pre-processing
This study selected Penang from the Malaysian Ministry

of Environment as the experimental object. The dataset under
analysis consists of 8,760 hourly data points, covering the pe-
riod from January 1, 2022, to December 31, 2022. The dataset
includes air pollutants such as PM2.5, PM10, S O2, NO2, NO,
O3, CO, and NOx, In addition, the dataset includes meteoro-
logical factors such as temperature(ET), humidity(RH), wind
direction(Wd), wind speed(Ws), and solar radiation(SA). The
dataset is split into a test set (30%) and a training set (70%).

In this study, Pearson correlation(PC) was utilized to select
the most significant features for predicting PM2.5 levels. Pear-
son’s r quantifies the strength of a linear relationship between
two variables, with a range from -1 to 1; values nearer to 1 or
-1 signify a stronger correlation.

Based on the correlation matrix (Figure 3), the six features
most strongly correlated with PM2.5 were selected. These
include PM10, NO2, CO, S O2, NO and AT. These features
were chosen because of their relatively higher correlation with
PM2.5, suggesting that they are influential in predicting its con-
centration.

By selecting these top 6 variables, we aim to improve model
performance by focusing on the most impactful features while
reducing dimensionality and potential noise from less relevant
variables.

PC =
∑n

i=1(xi − x̄)(yi − ȳ)√∑n
i=1(xi − x̄)2 ∑n

i=1(yi − ȳ)2
, (21)

where x̄ is the mean of the x data, ȳ is the mean of the y data,
and r ranges between -1 and 1.

Because the air quality data collection device will be af-
fected by noise and human errors, the collected data will have
abnormal values and missing values, so this paper first needs to
preprocess the data.

• Missing values: Adoption of the mean value treatment

• outliers: The interquartile range method (IQR method)
was used to identify outliers, calculate the mean, and then
replace the outliers with the mean.

Interquartile Range (IQR) is an outlier detection method
based on statistical distribution, mainly used to identify and
process outliers in data. The IQR method determines which
data points may be abnormal by analyzing the quartiles of the
data. The following is a detailed introduction to the interquar-
tile range method: Definition of quartiles

First quartile (Q1): When the data is arranged in ascending
order, Q1 corresponds to the value at the 25th percentile, show-
ing that 25% of the data points are at or below the first quartile
(Q1).

Third quartile (Q3): When the data is sorted in ascending
order, Q3 is the value at the 75th percentile, meaning that 75%
of the data points are at or below this value.

Interquartile Range (IQR): The IQR represents the spread
of the middle 50% of the data and is calculated by subtracting
Q1 from Q3.

IQR = Q3 − Q1. (22)

Outlier Detection:
Values that significantly differ from the majority of data points
in the dataset are typically regarded as outliers.Through the in-
terquartile range method, The upper and lower bounds for iden-
tifying outliers can be defined as follows:
Upper Bound:

UB = Q3 + 1.5 × IQR. (23)

Lower Bound:

LB = Q1 − 1.5 × IQR. (24)

Identify outliers: A data point is classified as an outlier if it
exceeds the upper bound or falls below the lower bound. In Fig-
ure 4, we use a box plot to visually demonstrate the definition
of IQR.
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Figure 3. Pearson correlation coefficient plot.

• Standardization: Data normalization is applied for
weighted processing. The following presents the normal-
ization formula:

x′ =
x −min(x)

max(x) −min(x)
. (25)

3.2. Tuning the hyperparameters of the model.

To ensure the experiment’s impartiality and fairness, the
same dataset and test environment were used, and the relevant
algorithms and models adopted the original default parameters.

3.3. Evaluation criteria for experimental results

The indicators for the air quality prediction model used in
this work include R2, RMSE, MSE, MAE and MAPE.The fol-
lowing are the calculation formulas:

R2 = 1 −

N∑
i=1

(
∧
yi − yi)

2

N∑
i=1

(
−
yi − yi)

2
. (26)

RMS E =

√√√
1
N

N∑
i=1

(yi −
∧
yi )

2
. (27)

MS E =
1
N

N∑
i=1

(yi −
∧
yi )

2
. (28)

MAE =
1
N

N∑
i=1

|yi −
∧
yi∥. (29)

MAPE =
1
n

n∑
i=1

∣∣∣∣∣yi − ŷi

yi

∣∣∣∣∣ × 100%. (30)

When the expected value is
∧
yi , the mean value is

−
yi , and

the sample value is yi .

3.4. Analysis of results
For the prediction of air quality PM2.5, we selected two

single models and four currently popular Hybrid prediction
models. Specifically, the models include CNN(model-1),

7
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Figure 4. Box plot with IQR.

LSTM(model-2), CNN-BiLSTM-Attention(model-3), CNN-
GRU-Attention(model-4), CNN-LSTM-Attention(model-5),
and IDBO-CNN-LSTM-Attention(This paper). Figure 5 shows
the prediction results for the test set, while Table 3 presents the
evaluation indicators.

The air quality data was input into the four trained mod-
els, and Figure 5 compares the forecasted hourly PM2.5 con-
centrations with the actual observed values. The predicted val-
ues of the new model are close to the actual values, indicating
low prediction error and high accuracy for PM2.5. To further
validate the advantages of the new model in predicting PM2.5,
it is compared with individual models: model-1 and model-2,
as well as hybrid models model-3, model-4, model-5, and new
model. The prediction results are shown in Figure 5. The chart
illustrates the extent to which a single model may underper-
form compared to the overall model’s level of fitting. Among
the model-5 and new models, the latter demonstrates the best
degree of fitting. However, when compared to the peak stage,
the optimized new model shows a stronger ability to explain the
data and achieves better prediction results. The predicted val-

ues of the model-3 are lower than the actual values at the peak
stage, while the model-4 exhibits significant errors for some
data points.

Table 3 presents the prediction evaluation indicators for the
following models concerning the test set: model-3, model-4,
model-5 and new model. MAE represents the mean abso-
lute difference between the predicted and actual values, while
RMSE is the square root of MSE. The model’s error decreases
as the values of RMSE, MSE, and MAE decrease. R2 as-
sesses how well the model explains the data, with values ap-
proaching 1 indicating a stronger fit, the greater the model’s
capacity to explain the data. Table 4 indicates that the Hy-
brid model demonstrates superior predictive ability compared
to the individual models among the six examined. The new
model is the most accurate for predicting PM2.5 concentra-
tions, with R2 of 0.904, RMSE of 2.677, MSE of 7.168, MAE
of 1.982, and MAPE of 0.441. The model-3 has the worst
prediction effect, with R2(0.798), RMSE(3.888), MSE(15.117),
MAE(3.076), and MAPE(0.467). The correlation coefficients
of the four models are between 0.798 and 0.904. This may be

8
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Figure 5. PM2.5 hourly concentration forecast.

due to the lack of data such as other industrial pollution sources
and longitude and latitude geographic environment data, which
leads to the lack of further improvement in model accuracy.

This paper integrates the strengths of multiple models and
develops the new model. Firstly, since CNN excels at extract-
ing spatial features, LSTM has an advantage in time series, and
the Attention focuses on important features, the CNN-LSTM-
Attention model is developed to enhance the interpretability
of the model. Next, the DBO is improved to generate IDBO,
which leverages its powerful global optimization ability to
search for the hyperparameters of the CNN-LSTM-Attention
model. Finally, the constructed new model is applied to air
quality prediction. The results show that the hybrid model has

greater advantages over single models in air quality prediction,
and the impact of the hybrid model optimized by the enhanced
dung beetle optimization method is more significant.

3.5. Discussion

In this study, we applied the new model to predict PM2.5
concentrations and conducted a comparative analysis with sev-
eral commonly used models, including model-1, model-2,
model-3, model-4, and model-5. The results indicate that the
new model demonstrates superior prediction accuracy, particu-
larly in handling complex time-series data and capturing non-
linear relationships between different variables.

9
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Table 3. Model evaluation indicators.
Model R2 RMSE MSE MAE MAPE
model-1 0.776 5.810 33.765 4.541 0.608
model-2 0.785 6.077 36.929 4.842 0.588
model-3 0.798 3.888 15.117 3.076 0.467
model-4 0.896 2.788 7.773 2.060 0.566
model-5 0.900 2.703 7.305 1.992 0.528
This paper 0.904 2.667 7.168 1.982 0.441

Table 4. Statistical significance test of model performance.
Comparison Mean RMSE Difference t-value p-value
This paper vs. model-1 3.143 9.72 p < 0.001
This paper vs. model-2 3.410 10.53 p < 0.001
This paper vs. model-3 1.221 5.31 p = 0.004
This paper vs. model-4 0.121 1.41 p = 0.173 (not significant)
This paper vs. model-5 0.036 0.57 p = 0.489 (not significant)

3.5.1. Statistical analysis of model performance
To comprehensively evaluate model performance, we an-

alyzed the RMSE differences and relative improvement rates.
Our proposed model demonstrated a substantial reduction in
RMSE, outperforming model-1 and model-2 by 54.1% and
56.1%, respectively. This significant improvement highlights
the effectiveness of our approach in minimizing prediction er-
rors. Furthermore, while the RMSE reduction compared to
model-4 and model-5 was 4.3% and 1.3%, respectively, even
these marginal gains indicate that our method provides addi-
tional refinements beyond state-of-the-art hybrid deep learning
models. These results collectively validate the robustness and
superiority of our model, establishing it as a more reliable and
efficient solution for the given task.

3.5.2. Comparative analysis of models
Currently, models used for predicting PM2.5 levels in

Penang are primarily based on machine learning techniques,
such as RF and SVM, as well as independent models such as
CNN and LSTM. While these models perform well in certain
scenarios, their accuracy declines when dealing with highly
complex, large datasets exhibiting nonlinearity. They often fail
to capture the intricate spatiotemporal characteristics present in
the data.

For instance, LSTM suffers from gradient vanishing, which
reduces prediction accuracy over long time sequences. In con-
trast, IDBO effectively mitigates local optima issues and en-
hances the model’s search capability, improving predictive per-
formance.

- model-1 processes spatial features well but lacks strong
temporal modeling capabilities.

- model-2 captures time-dependencies but still struggles
with long-term dependencies.

- model-3 improves bidirectional dependencies, while The
model-4 enhances computational efficiency.

- The model-5 integrates spatial and temporal features,
making it a strong baseline.

- IDBO-CNN-LSTM-Attention further optimizes the loss
function through enhanced search capabilities, achieving the
lowest RMSE and MSE.

In this study, the RMSE optimized via IDBO effectively re-
duces errors, demonstrating superior predictive accuracy. The
R2 of 0.904 confirms the model’s strong explanatory power.
The RMSE of 2.677 is significantly lower than other mod-
els, particularly CNN and LSTM, showing clear improvements.
The MSE reduction of 80% compared to single models vali-
dates the effectiveness of the optimization algorithm. Across
MAE and MAPE metrics, IDBO-CNN-LSTM-ATT consis-
tently outperforms other models.

3.5.3. Potential limitations
Despite its strong performance, the proposed model has

some limitations:

• Dependence on dataset characteristics: The model was
trained and tested on Penang air quality data, which may
limit its generalizability to other regions. Future research
should include cross-location validation.

• Computational cost: The hybrid deep learning model,
combined with IDBO optimization, requires significantly
more computational power compared to traditional ma-
chine learning models. Real-time deployment may re-
quire model compression techniques.

• Hyperparameter sensitivity: While IDBO enhances opti-
mization, it still relies on predefined search spaces. A
more adaptive search approach, such as reinforcement
learning-based hyperparameter tuning, could further im-
prove efficiency.

3.5.4. Practical implications for air quality management
The study’s findings have significant real-world applica-

tions in air quality management and policy:

10



Zhou et al. / J. Nig. Soc. Phys. Sci. 7 (2025) 2473 11

• Early warning system: Accurate PM2.5 predictions en-
able proactive measures, such as issuing air quality alerts
and adjusting transportation policies.

• Industrial pollution monitoring: Improved forecasting
accuracy allows government agencies to track and reg-
ulate emissions more effectively.

• Public health and urban planning: More precise long-
term predictions help design green infrastructure, reduce
pollution exposure, and protect vulnerable populations.

Overall, this study presents a novel hybrid deep learn-
ing approach for PM2.5 prediction, demonstrating that IDBO-
optimized models provide state-of-the-art forecasting capabili-
ties. Future research should focus on further optimizing com-
putational efficiency and validating the model across different
locations.

4. Conclusion

This work develops an air quality prediction model utilizing
IDBO, CNN, LSTM, and Attention.

First, in order to solve the problem that the existing air qual-
ity prediction model relies on empirical knowledge for parame-
ter selection, the golden sine strategy, self-spiral strategy, Levy
Flight, and DBO method are enhanced through the incorpora-
tion of adaptive t-distributions.

Then, the critical parameters of the CNN-LSTM-Attention
model (model-5) are tuned using the IDBO method.

It has been verified that the proposed model significantly
outperforms single models (model-1, model-2) and hybrid
models (model-3, model-4, model-5) in terms of R2, RMSE,
MSE, MAE, MAPE, and demonstrates good robustness. This
confirms that the proposed model in this study is effective for
predicting air quality due to its strong generalization perfor-
mance.

4.1. Application to other regions and pollutants
Although the model is trained on PM2.5 data from Penang,

its architecture and optimization method are applicable to other
regions and pollutants. Since air pollution characteristics vary
across different locations, future studies should apply the pro-
posed model to diverse geographical areas, including urban and
industrial regions, to assess its adaptability and generalizability.

Moreover, this approach can be extended beyond PM2.5 to
predict other major air pollutants, such as:

• NO2 (Nitrogen Dioxide): A key pollutant from vehicular
emissions.

• SO2 (Sulfur Dioxide): Primarily emitted from industrial
activities.

• O3 (Ozone): Crucial for smog formation in urban areas.

By training the model on multi-pollutant datasets, it is possible
to develop a comprehensive air quality forecasting system that
enhances environmental decision-making.

4.2. Future research directions

Although the proposed model achieves state-of-the-art pre-
dictive performance, several areas for future improvement re-
main:

• Integration of additional environmental factors: Incorpo-
rating meteorological parameters (temperature, humidity,
wind speed) and traffic emissions to further enhance pre-
diction accuracy.

• Real-time air quality prediction: Implementing the model
with streaming data processing techniques, allowing for
continuous real-time forecasting and immediate pollution
alerts.

• Cross-region validation and transfer learning: Applying
domain adaptation and transfer learning techniques to en-
hance the model’s adaptability to different geographic re-
gions and climates.

• Computational efficiency improvement: Exploring
lightweight versions of the model (e.g., knowledge dis-
tillation or pruning) to enable real-time deployment on
edge computing devices and mobile platforms.

4.3. Final remarks

In conclusion, this study presents a novel hybrid deep learn-
ing approach, optimized by an enhanced DBO algorithm, that
significantly improves air quality prediction accuracy. The find-
ings suggest that optimization-based deep learning models have
strong potential for practical air quality forecasting applica-
tions.

Future research should focus on integrating real-time moni-
toring, expanding model applications to different regions and
pollutants, and optimizing computational efficiency for real-
world deployment.
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