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Abstract

Climate change is primarily caused by increasing levels of carbon dioxide (CO2) in the atmosphere, with significant impacts on global temperatures
and ecosystems. The interplay between CO2 levels, forest biomass, and temperature highlights how important it is to conserve these vital
ecosystems in order to effectively combat climate change. In this study, we construct and analyze the Lotka-Volterra model to explore the
interactions between concentration of CO2, photosynthetic biomass density and atmospheric temperature. The results of the model analysis
obtained four locally asymptotically stable equilibria under specific conditions and two unstable equilibria. Based on the results of the sensitivity
analysis, the most influential parameters affecting changes in concentration number are intrinsic rate of accumulation of CO2 and natural reduction
rate of CO2. Next to estimate the model parameters, we employ the least-squares method, enabling us to apply the model to actual temperature
data from Surabaya city, Indonesia. The numerical simulation results show that CO2 concentration is expected to range from 400 to 420 ppm,
biomass density is estimated to be between 92 and 102 kg/m3, and atmospheric temperature is projected around 28.1oC −29.1oC. Next, using
the Incremental Cost-Effectiveness Ratio (ICER) calculation, implementing control strategy in the form of limiting access to private vehicles and
reforestation is the best strategy to make the temperature better and cost efficiency.
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1. Introduction

Climate change is primarily caused by increasing levels of
carbon dioxide (CO2) in the atmosphere, with significant im-

∗Corresponding author Tel. No.: +91-772-592-2864.
Email address: fatmawati@fst.unair.ac.id (Fatmawati )

pacts on global temperatures and ecosystems [1, 2]. Air pol-
lution is also a main contributor to climate change, which ex-
acerbates threats to human health [3]. Fossil fuel burning and
deforestation contribute significantly to increasing CO2 levels,
which in turn leads to rising temperatures and changing weather
patterns [1]. Forest biomass, which includes trees and other
vegetation, plays a crucial role in regulating the Earth’s climate
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by absorbing CO2 through photosynthesis and storing it in their
biomass [4]. However when forest are cut down or degraded,
the carbon stored in the trees is released into the atmosphere,
not only increasing CO2 but also contributing to further warm-
ing. The interplay between CO2 levels, forest biomass, and
temperature highlights how important it is to conserve these vi-
tal ecosystems in order to effectively combat climate change
[5].

Surabaya as the 2nd largest city in Indonesia plays an im-
portant role in economic and environmental development at the
national level. Industries in Surabaya such as the food indus-
try, transportation, households, and population tend to increase
every year. The existence of industrial areas in the Surabaya
city results in high production of motor vehicles, industrial ac-
tivities, and increasing demand for high population needs. One
of them is in the transportation sector which has very dense ac-
tivity in Surabaya city [6]. This can increase the level of air
pollution and can have an impact on increasing air tempera-
tures in Surabaya city. The lowest air quality is the presence
of CO2 emissions. With increasing levels of CO2 in the atmo-
sphere, global warming will occurs. This is a challenge for the
Surabaya city in managing the impacts of climate change for
further study [7].

Mathematical model is a tool for understanding popula-
tion dynamics that we can apply to temperature change mod-
els. Hence, it possible to predict and manage temperature in
the environment. In addition, the availability of environmen-
tal temperature data will improve model parameter estimates,
allowing mathematical models to explain temperature changes
in a region using these parameter values. Various authors have
formulated climate change models by combining optimal con-
trol variables to examine effective intervention strategies. The
main aim of the optimal control strategy in a climate change
model is to reduce environmental temperature.

Several researchers have studied the dynamics of climate
changes. Biswas et al. [8] studied a mathematical model of cli-
mate change and apply optimal control techniques in the form
of greenhouse gases (GHGs). Mandal et al. [9] learned a math-
ematical model to discuss the effect of GHGs on climate change
increasing atmospheric temperature and their combined harm-
ful effect on living beings near coastal areas. Kurniawan et al.
[10] analyzed a mathematical model of global warming effect
on the melting of polar ice caps with variables control of clean
technology and reforestation. Ref. [11] considered a mathemat-
ical model to examine the impact of rapid GHG emissions on
climate change and coastal ecosystems involving two control
strategies: coastal green belts and desulfurization. Soldatenko
et al. [12] developed stochastic climate models and their appli-
cation for the exploration of climate variability by taking into
account the dependence of human health on environmental con-
ditions.

Din et al. [13] constructed a mathematical model of climate
change using the fractional derivative. Achimugwu et al. [14]
explored a dynamical system involving photosynthetic biomass
density, good conservation policies, illumination programs, and
direct air capture technology. Sangwan et al. [15] presented a
mathematical model to estimate the need for green open space

based on land surface temperature reduction. Ref. [16] ad-
dressed a mathematical model for determining the conditions
under which the rate of increase in the concentration of green-
house gases (GHG) in the atmosphere by combining economic
sectors in a holistic structure. Ochieng [17] studied a mathe-
matical model for predicting future climate trends. Shahid et
al. [18] analyzed the trend of carbon dioxide CO2 emissions in
Pakistan between 1990 and 2020 to effectively model dynamics
of carbon emissions. Ref. [19] used machine learning model
for air pollution prediction and an air quality index classifica-
tion process during the pandemic.

In this work, we develop a Lotka-Volterra model to explore
the interactions between CO2 concentration, photosynthetic
biomass density, and atmospheric temperature. The model for-
mulation is presented in Section 2.1. The stability analysis of
the equilibria is done in Section 2.2. The calculation of the
concentration number as a threshold quantity represents a criti-
cal level of CO2 concentration in the atmosphere, as discussed
in Section 2.3. Next, we estimate the model parameters to in-
vestigate the dynamics of temperature changes using monthly
temperature data in Surabaya, Indonesia from 2020 to 2022 us-
ing the least-square fitting technique in Section 3.1. To identify
the parameters that influence the model, we conduct an analy-
sis in Section 3.2. Section 3.3 presents the model simulations to
examine future climate trends and their potential environmen-
tal implications. Additionally, the optimal control problem that
takes into account the allowable controls in the form of limit-
ing access to private vehicles and reforestation which continued
with the completion of optimal control and numerical simula-
tions of the optimal control model is devoted in Section 3.4.
Furthermore, in Section 3.5 we present the cost analysis cal-
culation to identify the best optimal control strategy. Finally,
Section 4 concludes the paper.

2. The Model

2.1. Model formulation

Here, the Lotka-Volterra model of interaction between con-
centration of CO2 (C), photosynthetic biomass density (B) and
atmospheric temperature (T ) is explained. The Lotka-Volterra
model is a system of differential equations commonly utilized
to describe interacting populations. The following are some of
the assumptions in constructing the model.

• All the model parameters are non-negative.

• The intrinsic growth of biomass density follows a logistic
growth pattern.

• Carbon dioxide (CO2) is absorbed by biomass in the pho-
tosynthesis process.

• Carbon dioxide (CO2) causes the increase of atmospheric
temperature follows Holling type 2 functional response.

• Biomass causes the decrease of atmospheric temperature
follows Holling type 2 functional response.
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Table 1: Parameters description.

Parameter Description
α1 Intrinsic rate of accumulation of CO2
α2 Photosynthetic biomass growth rate
α3 Exothermic heating rate
δ1 Reduction rate of CO2 by forest biomass activity
δ2 Warming-induced CO2 accumulation rate
σ1 CO2 absorption rate for photosynthesis
σ2 Warming-induced biomass loss rate
θ1 CO2-driven warming rate
θ2 Photosynthetic heat absorption rate
µ1 Natural reduction rate of CO2
µ2 Natural decline rate of biomass
µ3 Natural decline rate in air temperature
KB Carrying capacity of forest ecosystem
γ1, γ2 Half saturation constants

We use the Holling Type 2 to illustrates that the temperature
will decrease if CO2 is absorbed by biomass and will be con-
stant if the biomass reaches the saturation point in absorption.

Based on the assumptions, the mathematical model of tem-
perature change by three-dimensional nonlinear autonomous
system of ordinary differential equations is presented as.

dC
dt
= α1C − δ1CB + δ2CT − µ1C,

dB
dt
= α2B

(
1 −

B
KB

)
+ σ1CB − σ2BT − µ2B, (1)

dT
dt
= α3T +

θ1CT
T + γ1

−
θ2BT

T + γ2
− µ3T,

subject to the initial conditions by C (0) > 0, B (0) > 0 and
T (0) > 0, with the solutions of system (1) remain non-negative
for all time t > 0 and bounded to C (t) > 0, 0 < B (t) ≤ KB and
T (t) > 0.

The description of the parameters is given in Table 1.

2.2. Analytical analysis of the model

In this section, we examines the mathematical properties
of model (1) for deeper understanding of the model’s behav-
ior. The analysis focuses on determine the equilibrium points
with its condition of existence and the local stability analysis of
equilibrium points.

2.2.1. The equilibrium points of the model
The equilibrium points of the system (1) are obtained by

equating the right-hand sides to zero and solving for the state
variables. Then, we find six equilibrium points as follows.

a. Equilibrium point for extinction of the entire state. The equi-
librium point for extinction of the entire state is as follows.

E0 = (C0, B0,T0) = (0, 0, 0) . (2)

b. Equilibrium point of biomass existence. The equilibrium
point for existence of biomass is as follows.

E1 = (C1, B1,T1) =
(
0,

KB (α2 − µ2)
α2

, 0
)
. (3)

This equilibrium exist if α2 > µ2.

c. Equilibrium point of CO2 and biomass existence. The equi-
librium point for existence of CO2 and biomass is as follows.

E2 = (C2, B2,T2)

=

(
KBδ1 (µ2 − α2) + α2 (α1 − µ1)

KBδ1σ1
,
α1 − µ1

δ1
, 0

)
. (4)

This equilibrium exist if α1 > µ1 and µ2 > α2.

d. Equilibrium point of CO2 and temperature existence. The
equilibrium point for existence of CO2 and temperature is as
follows.

E3 = (C3, 0,T3) , (5)

with,

C3 =
δ2γ1 (µ3 − α3) + (µ1 − α1) (µ3 − α3)

δ2θ1
,

T3 =
µ1 − α1

δ2
.

This equilibrium exist if µ1 > α1 and µ3 > α3.

e. Equilibrium point of biomass and temperature existence.
The equilibrium point for existence of biomass and tempera-
ture is as follows.

E4 = (0, B4,T4) , (6)

with,

B4 =
KB (α3 − µ3) (γ2σ2 + α2 − µ2)

KBσ2θ2 + α2 (α3 − µ3)
,

T4 =
KBθ2 (α2 − µ2) + α2γ2 (µ3 − α3)

KBσ2θ2 + α2 (α3 − µ3)
.

This equilibrium exist if α2 > µ2, α3 > µ3, and
KBθ2 (α2 − µ2) > α2γ2 (µ3 − α3).

f. Equilibrium points of co-existence. The equilibrium points
of co-existence are as follows.

E5 = (C5, B5,T5) , (7)

with,

C5 =
α2δ2

KBδ1σ1
T5 + α2 (α1 − µ1) ,

B5 =
1
σ1

(σ2T5 + µ2 − α2) +
1

KBδ1σ1
(δ2α2T5 + α2 (α1 − µ1)) ,
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and T5 are the roots of the following equation.

a1T 2
5 + a2T5 + a3 = 0, (8)

with,

a1 = KBδ1σ1 (µ3 − α3) + KB (δ2σ1θ2 − δ1σ2θ1) − α2δ2θ1,

a2 = KBδ1σ1γ1 (µ3 − α3) + KBδ1σ1γ2 (µ3 − α3)

+ KBσ1θ2 (α1 − µ1) + KBδ1θ1 (α2 − µ2)

+ KB (δ2σ1θ2γ1 − δ1σ2θ1γ2) + α2θ1 (µ1 − α1)

− α2δ2θ1γ2,

a3 = KBδ1σ1γ1γ2 (µ3 − α3) + KBσ1θ2γ1 (α1 − µ1)

+ KBδ1θ1γ2 (α2 − µ2) + α2γ2θ1 (µ1 − α1) .

Then, the equation (8) has one positive real root number if α1 >
µ1, µ2 > α2, and either a1 > 0, a3 > 0 or a1 < 0, a3 < 0.

2.2.2. Local stability analysis
After obtaining the equilibrium points in the section (2.2.1),

in this section the local stability of each equilibrium points will
be analyzed. First, we linearization model (1). The Jacobian
matrix of model (1) is as follows:

J =


−δ1B + δ2T + α1 − µ1 −δ1C δ2C

σ1B α2

(
1 − 2 B

KB

)
+ σ1C − σ2T − µ2 −σ2B

θ1T
T+γ1

θ2T
T+γ2

J33

 ,
with J33 = α3 +

θ1C
T+γ1
−

θ1CT
(T+γ1)2 −

θ2B
T+γ2
+ θ2BT

(T+γ2)2 − µ3.

a. Stability of equilibrium point for extinction of the entire state.
Evaluating J at point E0 in equation (2), we have

J (E0) =

 α1 − µ1 0 0
0 α2 − µ2 0
0 0 α3 − µ3

 .
The eigenvalues of matrix J (E0) are α1−µ1, α2−µ2, and α3−µ3.
Hence E0 is locally asymptotically stable if αi < µi, i = 1, 2, 3.

b. Stability of biomass existence equilibrium point. Evaluating
J at point E1 in equation (3), we have

J (E1) =


KBδ1
α2

(µ2 − α2) + α1 − µ1 0 0
−

KBσ1
α2

(µ2 − α2) µ2 − α2
KBσ2
α2

(µ2 − α2)
0 0 KBθ2

α2γ2
(µ2 − α2) + α3 − µ3

 .
The eigenvalues of matrix J (E1) are KBδ1

α2
(µ2 − α2) + α1 − µ1,

µ2−α2, and KBθ2
α2γ2

(µ2 − α2)+α3−µ3. Hence E1 is locally asymp-
totically stable if αi < µi, i = 1, 3 and α2 > µ2.

c. Stability of CO2 and biomass equilibrium point. Evaluating
J at point E2 in equation (4), we have

J (E2) =


0 J12 J13

σ1
δ1

(α1 − µ1) α2
KBδ1

(µ1 − α1) σ2
δ1

(µ1 − α1)
0 0 J33

 ,
with
J12 =

δ1
σ1

(α2 − µ2) + α2
KBσ1

(µ1 − α1),

J13 =
δ2
σ1

(µ2 − α2) + α2δ2
KBδ1σ1

(α1 − µ1),
J33 =

θ2
δ1γ2

(µ1 − α1)+ θ1
σ1γ1

(µ2 − α2)+ θ1α2
KBδ1σ1γ1

(α1 − µ1)+α3−µ3.
The eigenvalues of matrix J (E2) is g = θ2

δ1γ2
(µ1 − α1) +

θ1
σ1γ1

(µ2 − α2) + θ1α2
KBδ1σ1γ1

(α1 − µ1) + α3 − µ3 and the remaining
are the roots of the following equation.

g2 + a1g + a2 = 0, (9)

with
a1 =

α2
KBδ1

(α1 − µ1),

a2 =
σ1
δ1

(α1 − µ1)
[
δ1
σ1

(µ2 − α2) + α2
KBσ1

(α1 − µ1)
]
.

Based on existence of E2 in equation (4), it’s clear that a1 >
0 and a2 > 0. Hence by Routh-Hurwitz criterion, the roots
of equation (9) have negative real part and it’s ensure that the
eigenvalues are negative. Hence E2 is locally asymptotically
stable if g < 0.

d. Stability of CO2 and temperature equilibrium point. Evalu-
ating J at point E3 in equation (5), we have

J (E3) =


0 J12 J13
0 J22 0

θ1
δ2γ1+µ1−α1

(µ1 − α1) −
θ2

δ2γ1+µ1−α1
(µ1 − α1) J33

 ,
with
J12 =

δ1
δ2θ1

(α3 − µ3) (δ2γ1 + µ1 − α1),
J13 =

1
θ1

(µ3 − α3) (δ2γ1 + µ1 − α1),
J22 =

σ1
δ2θ1

(µ3 − α3) (δ2γ1 + µ1 − α1) + σ2
δ2

(α1 − µ1) + α2 − µ2,
J33 = −

1
δ2γ1+µ1−α1

(µ1 − α1) (µ3 − α3).
The eigenvalues of matrix J (E3) are g1 =

σ1
δ2θ1

(µ3 − α3) (δ2γ1 + µ1 − α1) + σ2
δ2

(α1 − µ1) + α2 − µ2
and the others are the roots of the following equation.

g2 + b1g + b2 = 0, (10)

with
b1 =

1
δ2γ1+µ1−α1

(µ1 − α1) (µ3 − α3),

b2 =
δ2γ1+µ1−α1

δ2γ1
(α3 − µ3).

Based on existence of E3 in equation (5), it’s clear that b1 >
0 and b2 < 0. Hence by Routh-Hurwitz criterion, E3 is not
stable.

e. Stability of biomass and temperature equilibrium point.
Evaluating J at point E4 in equation (6), we have

J (E4) =


J11 0 0
J21 J22 −

KBσ2(γ2σ2+α2−µ2)(α3−µ3)
KBσ2θ2+α2(α3−µ3)

J31 J32
(α2γ2(α3−µ3)+KBθ2(µ2−α2))(µ3−α3)

KBθ2(γ2σ2+α2−µ2)

 ,
with
J11 =

KBδ1(γ2σ2+α2−µ2)(µ3−α3)
KBσ2θ2+α2(α3−µ3) +

δ2(KBθ2(α2−µ2)+γ2α2(µ3−α3))
KBσ2θ2+α2(α3−µ3) + α1 − µ1,

J21 =
KBσ1(γ2σ2+α2−µ2)(α3−µ3)

KBσ2θ2+α2(α3−µ3) ,

J22 = −
α2(γ2σ2+α2−µ2)(α3−µ3)

KBσ2θ2+α2(α3−µ3) ,

J31 =
θ1(KBθ2(µ2−α2)+α2γ2(α3−µ3))

KBθ2(µ2−α2)+α2(γ1−γ2)(µ3−α3)−KBθ2σ2γ1
,

J32 = −
α2γ2(µ3−α3)+KBθ2(α2−µ2)

KB(γ2σ2+α2−µ2) .

4
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The eigenvalues of matrix J (E4) are f =
KBδ1(γ2σ2+α2−µ2)(µ3−α3)

KBσ2θ2+α2(α3−µ3) +
δ2(KBθ2(α2−µ2)+γ2α2(µ3−α3))

KBσ2θ2+α2(α3−µ3) + α1 − µ1
and the remaining are the roots of the following equation.

f 2 + c1 f + c2 = 0, (11)

with

c1 =
α2 (γ2σ2 + α2 − µ2) (α3 − µ3)

KBσ2θ2 + α2 (α3 − µ3)

+
(α2γ2 (µ3 − α3) + KBθ2 (α2 − µ2)) (µ3 − α3)

KBθ2 (γ2σ2 + α2 − µ2)
,

c2 =

−
α2 (γ2σ2 + α2 − µ2) (α3 − µ3) (α2γ2 (µ3 − α3) + KBθ2 (α2 − µ2)) (α3 − µ3)

(KBσ2θ2 + α2 (α3 − µ3)) KBθ2 (γ2σ2 + α2 − µ2)

−
KBσ2 (γ2σ2 + α2 − µ2) (α3 − µ3) (α2γ2 (µ3 − α3) + KBθ2 (α2 − µ2))

(KBσ2θ2 + α2 (α3 − µ3)) KB (γ2σ2 + α2 − µ2)
.

Based on existence of E4 in equation (6), it’s clear that c2 <
0. Hence by Routh-Hurwitz criterion, E4 is not stable.

f. Stability of co-existence equilibrium point. Because E5 in
equation (7) is implicit form, then the stability of this equilib-
rium will be reviewed through phase field simulation. Using
the parameter values in Table 2, we get equilibrium point as
follows:

• E0 = (C0, B0,T0) = (0, 0, 0).

• E1 = (C1, B1,T1) = (0,−2226.46, 0).

• E2 = (C2, B2,T2) = (163.72,−37.45, 0).

• E3 = (C3, B3,T3) = (110.36, 0, 7.92).

• E4 = (C4, B4,T4) = (0, 1150.12,−30.53).

• E5a = (C5a, B5a,T5a) = (410.2, 97.65, 28.58).

• E5b = (C5b, B5b,T5b) = (159.69,−39.66,−0.47).

Hence E1, E2, E4, E5b are not exist. Next by taking three differ-
ent initial values, First initial value. (C, B,T ) = (400, 100, 30),
Second initial value. (C, B,T ) = (800, 500, 10), and Third ini-
tial value. (C, B,T ) = (100, 300, 60) the results of the phase
field simulation in Figure 1 are obtained as follows.

Based on Figure 1 the selection of initial values affects the
type of system stability. The selection of the first and third ini-
tial values causes the system to be stable towards the equilib-
rium point E5a. While the selection of the second initial value
causes the system to be asymptotically stable towards the equi-
librium point E0. Therefore, it is expected that the equilibrium
point E5 is locally stable.

2.3. Concentration number
Inspired by the basic reproduction number (R0) used in dis-

ease models. We introduce a concept called the ”Concentration
Number” (Rc). This threshold quantity represents a critical level
of CO2 concentration in the atmosphere, beyond which the as-
sociated dangers become significantly more severe [17].

To calculated Rc, we employ the next-generation matrix
method [20]. Considering only the ”harmful” states (C and
T ), the matrices F (interaction terms) and V (negation of the
non-interaction terms) evaluated at the biomass existence equi-
librium (E1) are given as follows.

F(E1) =

 KBδ1(µ2−α2)
α2

0
0 KBθ2(µ2−α2)

α2γ2

 , Z(E1) =
(
µ1 − α1 0

0 µ3 − α3

)
.

The concentration number (Rc) is defined by the spectral
radius (dominant eigenvalue in magnitude) of the matrix FZ−1.
Therefore we obtain Rc for model (1) is given by.

Rc = max
{KBδ1(α2 − µ2)
α2(α1 − µ1)

,
KBθ2(α2 − µ2)
α2γ2(α3 − µ3)

}
.

This number represents the amount of CO2 emissions rel-
ative to the ecosystem’s capacity to absorb it. If Rc > 1, this
indicates that CO2 emissions are at an excessive level, leading
to accumulation in the atmosphere that could trigger climate
change over time. Conversely, if Rc < 1, it means that CO2
emissions and accumulation in the atmosphere are not consid-
ered harmful to the ecosystem.

3. Results and discussion

3.1. Parameter estimation

In this section, we estimate the value of parameter on model
(1). First, we collect data from Ref. [21], which is monthly
temperature in Surabaya, Indonesia based on observations from
Perak 1 station in January 2020 - December 2022. In parameter
estimation, we use least-squares methods with the goal is to
minimize the objective function.

min
α1,α2,α3,δ1,δ2,σ1,σ2,θ1,θ2,µ1,µ2,µ3,KB,γ1,γ2

t f∑
i=0

(Ti − Datai)2 ,

with t f is the end time of the temperature data Datai(
i = 0, 1, 2, . . . , t f

)
, as well Ti

(
i = 0, 1, 2, . . . , t f

)
is the numer-

ical solutions of temperature compartment. Next we set the ini-
tial compartment such as (C0; B0; T0) = (400; 100; 29.2). Based
on the parameter estimation results, the comparison Mean Ab-
solute Percentage Error between the data and the model solu-
tion is 1.73%. Then we present the result of estimation and
parameters value in Figure 2 and Table 2.

3.2. Sensitivity analysis

In this section, we identify the parameters that have the
greatest impact on the concentration number through sensitivity
analysis. We use the method described in Ref. [22] to quantify
the sensitivity index as a measure of sensitivity analysis associ-
ated with the parameters. This is calculated by

ΥRc
a =

∂Rc

∂a
×

a
Rc
.

with a is the parameter being evaluated.

5
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Figure 1: Phase field diagram.

Figure 2: Parameters estimation result.

Table 2: Estimated parameters value.

Parameters Value Parameters Value
α1 0.3765 θ1 0.0465
α2 0.0359 θ2 0.0157
α3 0.0636 µ1 0.5001
KB 100 µ2 0.8352
δ1 0.0033 µ3 0.6639
δ2 0.0156 γ1 0.6260
σ1 0.0048 γ2 0.4541
σ2 0.0397

Next, since Rc consists of two parts, we denote it as follows

Rc1 =
KBδ1(α2 − µ2)
α2(α1 − µ1)

and Rc2 =
KBθ2(α2 − µ2)
α2γ2(α3 − µ3)

.

We evaluate the sensitivity index of each parameter present
in Rc1 and Rc2 by substituting the parameter values from Table
2. The results of this sensitivity index are presented in Table 3.

Based on Table 3, the positive sign of index shows that when

Table 3: Estimated parameters value.

Parameters Sensitivity Index for Rc1 Parameters Sensitivity Index for Rc2

KB 1 KB 1
α2 −

µ2
µ2−α2

= −1.045 α2 −
µ2

µ2−α2
= −1.045

µ2
µ2

µ2−α2
= 1.045 µ2

µ2
µ2−α2

= 1.045
α1

α1
µ1−α1

= 3.046 α3
α3

µ3−α3
= 0.106

µ1 −
µ1

µ1−α1
= −4.046 µ3 −

µ3
µ3−α3

= −1.106
δ1 1 θ2 1

γ2 −1

Figure 3: Contour plot of α1 and µ1 on the changes in Rc1.

the values of the parameter are raised, the value of Rc will in-
crease as well. Conversely, the negative sign of index shows
that when the value of the parameter are raised, the value of Rc

will decreased. The largest and smallest index from sensitiv-
ity index shows the most influential parameters on changes in
Rc are α1 and µ1. Next, to observe the influence of α1 and µ1
on the changes in Rc1, a contour plot simulation is presented in
Figure 3.
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Table 4: Estimated parameters value.

Strategy Optimal Controls Objective Function
1 u∗1 6.3058 × 105

2 u∗2 5.8326 × 105

3 u∗1 and u∗2 5.8280 × 105

Table 5: Comparison of ICER for each intervention strategies.

Strategies Optimal
Controls

Total Tempera-
ture Averted

Total Cost ICER ICER
Recalcu-
lated

1 u∗1 0.31 6.3058 × 105 2.03 × 106 -
2 u∗2 86.75 5.8326 × 105 −547.43 6723.46
3 u∗1 and u∗2 87.66 5.8280 × 105 −505.49 −505.49

Furthermore, since α1 and µ1 are the most influential pa-
rameters, a simulation was conducted to observe the changes in
these parameter values and their effects on the populations of
concentration of CO2 (C) and photosynthetic biomass density
(B) with the results presented in Figure 4.

3.3. Future climate trends

In this section, we conduct simulation using model (1) to
analyze future climate trends in Surabaya, utilizing param-
eter values obtained from Table 2. These simulations pro-
vide insights into the projected levels of concentration of CO2,
biomass density, and atmospheric temperature in the future.
Thus, the results of this simulation can serve as an important
tool for policymakers in developing effective strategies to ad-
dress climate change. In this simulation, we extend the time
frame to t = 150 months to enhance the visibility of fluctua-
tions in the graphs. This longer duration allows for a clearer
representation of trends and variations over time. The results of
this simulation are presented in Figure 5.

Based on Figure 5, the concentration of CO2, biomass den-
sity, and atmospheric temperature in Surabaya exhibit a peri-
odic pattern with a slight decreasing trend over time. Projec-
tions for the future indicate that the CO2 concentration is ex-
pected to range from 400 to 420 ppm, reflecting the ongoing im-
pact of greenhouse gas emissions. Additionally, biomass den-
sity is estimated to be between 92 and 102 kg/m3, indicating the
potential of the local ecosystem to absorb carbon dioxide and
support environmental sustainability. Meanwhile, atmospheric
temperature is projected to range from 28.1 to 29.1 degrees Cel-
sius.

3.4. Optimal control problem

In this section, we applied optimal control strategy of the
mathematical model of temperature change (1). Two control
variables are implemented, namely u1 as limiting access to pri-
vate vehicles to pressure people to switch to public transporta-
tion thereby reducing CO2 in the air from private vehicles. and
u2 as reforestation with aims to increase the natural absorption
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Figure 4: Simulation of the changes in α1 and µ1 on the popu-
lations of C and B.

of CO2. The mathematical model of temperature change with
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Figure 5: Simulation of future climate trend.

control variables is presented as.

dC
dt
= α1C − δ1CB + δ2CT − µ1C − ψ1u1C,

dB
dt
= α2B

(
1 −

B
KB

)
+ σ1CB − σ2BT − µ2B + ψ2u2B, (12)

dT
dt
= α3T +

θ1CT
T + γ1

−
θ2BT

T + γ2
− µ3T.

The control function u1 and u2 are defined on interval
[
0, t f

]
,

Figure 6: Optimal control result on CO2 concentration and tem-
perature variables.

with 0 ≤ ui (t) ≤ 1, t ∈
[
0, t f

]
, i = 1, 2, and t f denotes the end

time of the controls. Our goal is to minimize the concentration
of CO2 and atmospheric temperature, also the cost of applying
restrictions on private vehicle access and reforestation controls
as low as possible. For this, we consider the objective function

J (u1, u2) =
∫ t f

0

(
A1C + A2T +

1
2

C1u2
1 +

1
2

C2u2
2

)
dt, (13)

where A1, A2, and A3 are weights of the objective function for C
and T respectively, C1 and C2 are weight parameters for restric-
tions on private vehicle access and reforestation respectively.
We use the quadratic cost function for J to describe the cost of
control efforts. This quadratic function can describe a nonlinear
cost increase related to the implementation of control efforts in
the field.

In this study, the aim of the optimal control problem is to
determine the controls u1 and u2 so that

J
(
u∗1, u

∗
2
)
= min J (u1, u2) . (14)

Then to solve this optimal control problem, we use Pon-
tryagin’s Maximum Principle [23]. By Pontryagin’s method,
we transform Eqs. (12)-(14) into the problem of minimizing
the Hamiltonian function H is given by

H = A1C + A2T +
1
2

C1u2
1 +

1
2

C2u2
2 + λ1

dC
dt
+ λ2

dB
dt
+ λ3

dT
dt
,

(15)

with λi, i = 1, 2, 3 are called adjoint or co-state variables respect
to the state variables C, B, and T .

The optimal solutions of u1 and u2 are obtained from solv-
ing ∂H

∂ui
= 0, i = 1, 2. Hence, we have the control characteriza-

tions

u∗1 = min
{

1,max
(
0,
λ1ψ1C

C1

) }
,

8
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Figure 7: Control profile of (a) strategy 1, (b) strategy 2 and (c) strategy 3.

u∗2 = min
{

1,max
(
0,−

λ2ψ2B
C2

) }
.

The co-state equations is obtained by solving the set equa-
tions λ̇1 = −

∂H
∂C , λ̇2 = −

∂H
∂B , λ̇3 = −

∂H
∂T such that yield

λ̇1 = −A1 + λ1 (−α1 + δ1B − δ2T + µ1 + ψ1u1) + λ2 (−σ1B)

+ λ3

(
−

θ1T
T + γ1

)
,

λ̇2 = λ1 (δ1C) + λ2

(
−α2 + 2

α2B
KB
− σ1C + σ2T + µ2 − ψ2u2

)
+ λ3

(
θ2T

T + γ2

)
,

λ̇3 = −A2 + λ1 (−δ2C) + λ2 (σ2B)

+ λ3

(
−α3 −

θ1Cγ1

(T + γ1)2 +
θ2Bγ2

(T + γ2)2 + µ3

)
,

with the transversality conditions λi

(
t f

)
= 0, i = 1, 2, 3.

By assuming A1 = A2 = 100, C1 = 150, C2 = 10,
ψ1 = 0.002, ψ2 = 0.05, and the other parameters are refer to
Table 2, we solve the numerical optimal control simulation us-
ing backward and forward sweep as described in Ref. [24].
We then obtained the optimally of the model, which is compar-
ised of the model without control, the adjoint system and the

optimality conditions. To ascertain which strategy or combina-
tion gives the efficient methods of controlling temperature, we
considered the following strategies for our simulation, Strategy
1. Single intervention: use of restrictions on private vehicle
access only (u2 = 0), Strategy 2. Single intervention: use of
reforestation only (u1 = 0), and Strategy 3. Double interven-
tion: combination of restrictions on private vehicle access and
reforestation. The result of simulation of comparison C and T
variables without and with control also the control profile of
each strategy present on Figures 6 and 7.

Next, the objective function value of each strategy is pre-
sented in Table 4

3.5. Cost effectiveness analysis
In this section we evaluates and compares the benefits and

the costs associated with control measures for each strategy that
has been implemented in the previous section using the Incre-
mental Cost-Effectiveness Ratio (ICER) with formula as fol-
lows.

ICER =
Difference in cost produced by strategies i and j

Difference in temperature averted by strategies i and j
.

ICER is used to compare 2 different strategies, namely i and
j. The ICER numerator (where applicable) the differences in in-

9
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tervention cost and avoided temperature cost while the domina-
tor is difference in temperature outcomes. We compute the cost
of a strategy as objective function in Table 4. When comparing
2 or more competing intervention strategies incrementally, one
intervention is compared with the next-less-effective alternative
in increasing order of total temperature averted [25, 26]. The
result ICER calculation in Table 5.

The ICER indexes, as reported in Table 5, are obtained as
follows.

ICER (1) =
6.3058 × 105 − 0

0.31 − 0
= 2.03 × 106,

ICER (2) =
5.8326 × 105 − 6.3058 × 105

86.75 − 0.31
= −547.43,

ICER (3) =
5.8280 × 105 − 5.8326 × 105

87.66 − 86.75
= −505.49.

Comparing Strategy 1 and Strategy 2, the use of Strategy 2
is cost saving over strategy 1. This indicate the Strategy 1 is less
effectiveness and more costly than the other strategy. Hence,
Strategy 1 is removed. Furthermore we recalculation the index
of ICER as follows.

ICER (2) =
5.8326 × 105 − 0

86.75 − 0
= 6723.46,

ICER (3) =
5.8280 × 105 − 5.8326 × 105

87.66 − 86.75
= −505.49.

Comparing Strategy 2 and Strategy 3, the use of Strategy
3 is cost saving over Strategy 2. This indicate the Strategy 2
is less effectiveness and more costly than the other strategy.
Hence, Strategy 2 is removed. Our result suggest that Strat-
egy 3 is the most cost-effective intervention associated with the
incremental cost-effectiveness ratio (ICER).

4. Conclusion

We constructed a Lotka-Volterra model of climate change to
explore the temperature in Surabaya city, Indonesia. A math-
ematical model consisting of three compartments is proposed
in this study to describe the impacts of climate change char-
acterized by increasing level of carbon dioxide, atmospheric
temperatures and its adverse effects on living things. From the
model analysis, we obtained six equilibria, namely extinction,
biomass existence, coexistence of CO2 and biomass, coexis-
tence of CO2, biomass, and temperature that are locally asymp-
totically stable with conditions, while coexistence of biomass
and temperature, coexistence CO2 and temperature are unsta-
ble. The developed dynamic model was then implemented on
monthly temperature data in Surabaya City, Indonesia from
January 2020 to December 2022. Based on the parameter esti-
mation and model simulation, we predict that CO2 concentra-
tion is expected to range from 400 to 420 ppm, biomass density
is estimated to be between 92 and 102 kg/m3, and atmospheric
temperature is projected around 28.1oC −29.1oC in Surabaya.
Furthermore, the results of the sensitivity analysis suggest the
most influential parameters affecting changes in concentration

number are intrinsic rate of accumulation of CO2 and natural
reduction rate of CO2.

Next, we extended the model by incorporate two the con-
trol variables to assess the impact of three different strategies
on our proposed model. Using the cost effectiveness analysis,
we conclude that implementing control in the form of limiting
access to private vehicles and reforestation is the best strategy
to make the temperature better and cost efficiency. This study
not only contributes to the theoretical understanding of the dy-
namics between concentration of CO2, photosynthetic biomass
density and atmospheric temperature but also offers practical
policy recommendations aimed at mitigating the adverse im-
pacts of climate change by integrating ecological and economic
considerations. Future research could improve climate mod-
els by including fractional derivatives, epidemic modeling, and
chaotic dynamics. Memory effects are highlighted in research
on fractional epidemic models [27, 28] , which is important for
long-term climate predictions, while mutual impact modeling
[29, 30] enhances climate interaction analysis. Furthermore,
chaotic attractors and fractal-fractional operators [31] provide
insights into complex climate dynamics, enabling more effec-
tive control tactics.
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All relevant data are within the manuscript.
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