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Abstract

Cyber-Physical Systems (CPSs) that integrate computational and physical processes are the foundation of reliability in prominent areas of critical
infrastructure, including transportation, energy, and manufacturing. The expansion in connected CPSs has made them vulnerable to various and
changing intrusions into their networks. This research proposes a hybrid deep learning architecture that integrates the utilisation of a denoising
autoencoder as a feature dimensionality reduction component with a five-layer deep feedforward neural network as an effective intrusion classifier.
The model is trained and tested on CICIDS2017 and UNSW-NB15 datasets with a rich collection of attack patterns such as DoS, DDoS, Shellcode,
and Worm attacks. The denoising autoencoder effectively learns higher-level representations of network traffic data, whereas the deep feedfor-
ward network facilitates precise multi-class classification. Empirical results demonstrate that the model achieves 99.99% and 99.95% detection
accuracies o n CICIDS2017 and UNSW-NBI1S5 datasets, respectively, at very low false positive rates. Comparative analysis with state-of-the-art
techniques further confirms the superior performance and generalisability of the presented solution, highlighting its applicability to real-time CPS
threat detection systems.
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1. Introduction cyberattacks. Recent on CPSs, such as the StuxNet worm, ran-
somware, Denial of Service (DoS), Distributed DoS (DDoS),
replay, covert, integrity, stealthy deception, and false data in-
systems, healthcare systems, and critical infrastructures all use jection attacks, have resulted in the modification of system pa-
Cyber-Physical Systems (CPSs) [1, 2]. Cyber Physical Sys- rameters that control the behaviour of sensors, controllers, and
tems are types of computer systems that combine computation actuators in a cyber-physical ecosystem [3-9].

and physical processes and have been the target of sophisticated Cyber-physical systems, like traditional computational and
physical systems viewed individually, are vulnerable to fail-
ures and cyberattacks, including new vulnerabilities and ex-
ploits with no rapid fix [10, 11]. The dangers of exploiting

Transportation systems, industrial control processes, power
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the vulnerabilities revealed in cyber-physical systems, accord-
ing to Ref. [12], can spark a worldwide security crisis with un-
foreseeable effects on control and automated systems. Attacks
against cyber-physical systems, in particular, can disrupt vital
infrastructure and industrial control systems, as well as result
in massive data dumps, intellectual property theft, and confi-
dential strategic operations.

The distinctive qualities of cyber-physical entities imply
that they are persistently separate from traditional IT systems
[3, 4, 13]. This also means that CPSs face unique threats and
implications, which are still being investigated. This study of-
fers a deep learning model to detect primarily DoS, DDoS,
Shellcode, and Worm intrusions on cyber-physical systems to
better understand these threats and their potential for escalation
and disruption of CPS confidentiality, integrity, and availability.
The unavailability of resources on a smart grid, for example, as
aresult of DoS and DDoS attacks, might cause important phys-
ical processes in an open-loop to become unstable.

A successful DoS or DDoS attack on the sensor measure-
ments at this point may distract the controller from averting se-
rious system and resource damage [14, 15]. Similarly, a shell-
code attack can leverage software vulnerability in a CPS to
compromise a server on the CPS network, according to Ref.
[16]. Furthermore, based on security flaws on the target de-
vices, a worm can swiftly spread across a CPS network by re-
producing itself across all servers and workstations. Because
worms proliferate using a recursive technique based on the idea
of experimental growth, this attack can infect multiple ma-
chines in a CPS network in a very short time [17].

Sensor networks in CPSs capture a large quantity of data,
which is currently the focus of DoS, DDoS, Shellcode, and
Worm intrusions. Similarly, various intrusions have targeted
the commands provided by controllers, including the actions
taken by actuators [18-21]. Significantly, preventing attacks
from succeeding may be impossible. Minor changes in the
control systems, such as irregular process flow or sensor be-
haviour, can, however, be detected as a result of an intrusion.
Deep learning can be used to detect such tiny changes in the
process flow, as well as sensor and actuator behaviour. Deep
learning has recently gained popularity in the field of cyberse-
curity, with a particular focus on the detection and prediction of
threats [3, 22-25].

In spite of extensive application of conventional Intrusion
Detection Systems (IDS) [26, 27], such systems are commonly
unable to deal with the high dimensional and dynamic Cyber-
Physical Systems (CPS) traffic flows. Recent deep learning
models have demonstrated excellent potential in identifying
fine-grained anomalies that are not detected by signature-based
systems. For example, Ajagbe et al. [1] suggested a new con-
volutional neural network (CNN) designed specifically for in-
trusion detection in Internet of Things (IoT) services and re-
ported better performance over traditional classifiers. Similarly,
Awotunde et al. [2] highlighted the necessity of blockchain and
Al-driven approaches in CPS security, particularly in the face
of covert and stealthy attacks.

To this effect, this paper proposes a modular deep learn-
ing pipeline for network intrusion detection and classification

in CPSs. Our contributions are as follows:

1. We propose a two-level system consisting of an unsu-
pervised denoising autoencoder to reduce dimensional-
ity, and a supervised deep feedforward neural network
for classification tasks.

2. Each step of methodology is stringently described based
on an “’Input — Process — Output” approach for improv-
ing reproducibility and transparency.

3. The model is evaluated using two widely used benchmark
datasets, CICIDS2017 and UNSWNB15, and the results
are compared with those of well-known state-of-the-art
approaches.

4. We provide a detailed discussion on architectural
choices, performance trade-offs, dataset-specific be-
haviours, and real-world applicability.

Deep learning’s capacity to learn representations from raw
data is a significant strength. By learning the representation
and behaviour of intrusions directly from captured malicious
network traffic, we used deep learning to develop a model that
can detect attacks on CPSs. To achieve this, we extracted at-
tack samples from the CICIDS2017 and UNSW NB datasets
including Benign (normal), DoS, DDoS, Shellcode, and Worms
to represent the collected malicious network traffic from which
our model can learn.

We used an autoencoder and a deep feedforward neural net-
work (DFFNN) on a python environment testbed to train, vali-
date, and test the model. In addition, we evaluated the model’s
performance on the extracted attack data in terms of detection
accuracy, precision rate, recall rate, false positive rate, and loss,
and compared it to similar models. Based on the results, our
model outperformed existing attack detection methods, indicat-
ing that it is fit for purpose in the detection of intrusions on CPS
networks.

The rest of the paper is organized as follows: Section 2 gives
a discussion of related works while in Section 4, Materials and
method is presented. Results and discussion are presented in
Section 4 and the Conclusion in Section 5.

2. Related work

Computer-based algorithms and procedures manage and
monitor mechanisms in cyber-physical systems. Adversarial
attacks are aimed at these algorithms and processes. To model
integrity attacks on CPSs, Mo and Sinopoli [27] employed a
discrete linear time invariant system. An attacker could com-
promise a CPS by introducing external control inputs and fake
sensor data, according to the strategy. The authors were able to
characterize the reachable components of the system state and
estimate the error under attack to assess the system’s resilience
to integrity attacks. They also used an ellipsoidal approach to
find the accessible set’s outer approximations.

Tabassum et al. [28] investigated inverter-based microgrid
anomaly detection using an autoencoder neural network. Its
novelty lies in its implementation on real power systems data



Ibor et al. / J. Nig. Soc. Phys. Sci. 7 (2025) 2689 3

Table 1. Summary of samples used for the experiment.

CICIDS2017 Dataset Class Description Number of Samples
Benign (Normal) Normal network traffic 5003
DoS The Denial of Service (DoS) attack temporarily 11, 936
or indefinitely disrupts services on a host ma-
chine connected to the Internet. These services
then become unavailable to the intended users for
the period of the attack
DDoS Usually results from a botnet of compromised 127, 538
machines flooding the bandwidth or resources of
a victim machine
UNSW_NB15 Dataset Class (See above) 56,000
Normal (Benign)
DoS (See above) 12,264
Shellcode The exploitation of a software vulnerability using 1,133
a small piece of code as a payload
Worms An attack that can replicate itself across multiple 130

connected systems or networks

and specific focus on voltage and frequency anomalies. How-
ever, its application is restricted to some physical system ab-
normalities without the capability of making broader classifica-
tions on a range of cyber threats, including network-based at-
tacks. Aljehane [29] proposed a parameter-tuned deep stacked
autoencoder to defend CPS against intrusions. Hyperparameter
optimization was the emphasis of the research to improve detec-
tion accuracy. While the model achieves satisfactory detection
performance, the computational overhead and tuning complex-
ity reduce its feasibility to real-time applications in heteroge-
neous CPS setups.

In a comprehensive review, Haq et al. [30] surveyed a num-
ber of autoencoder and Restricted Boltzmann Machine (RBM)
models with special tailoring to CPS. The authors categorically
classify generative models based on architecture and training
methods and provide a strong theoretical background. The re-
view is, however, lacking in empirical benchmarking and com-
parative performance. Rajathi et al. [31] introduced a new
autoencoder model using reinforcement learning for adaptive
intrusion detection in CPS. The system adapts optimal feature
selection policies in real time, hence minimizing false posi-
tives. Although innovative, the lack of large-scale validation
and benchmark comparison restricts its generalisability.

Kaur et al. [32] employed a Bayesian deep learning
approach combined with CNN-based feature engineering for
smart grid networks. The Bayesian approach introduces pre-
dictive uncertainty quantification, which is an untapped poten-
tial in CPS security. However, the increased computational
overhead raises deployment concerns. Nuiaa Al Ogaili et al.
[33] created PhishNetVAE, a VAE-DNN hybrid framework for
phishing attack detection. Not CPS specific, their architecture
does provide some insight into learning latent structure that can
be transferable to detecting zero-day attacks. The applicability
of the study to CPS environments would need to be adapted to
time-series and control signal inputs.

Sugunaraj and Ranganathan [34] surveyed the use of au-

toencoders in power system applications with emphasis on their
application in anomaly detection and load forecasting. The sur-
vey, though extensive, does not delve into temporal modelling
and adversarial robustness, which are crucial in CPS. Kousar
et al. [35] employed a deep autoencoder for dimensionality
reduction in smart grid anomaly detection. The curse of di-
mensionality is alleviated by the pretraining strategy with an
unsupervised method. Nevertheless, it is not compared with
conventional reduction techniques such as PCA or t-SNE. Al-
saade and AlAdhaileh [36] proposed a deep autoencoder-based
model for securing vehicular CPS networks. While the model
performs effectively in vehicular anomaly detection, its utiliza-
tion in non-automotive fields is limited since it requires signif-
icant domain-specific tuning. Ortega-Fernandez et al. [37] tar-
geted DDoS detection in Industrial Control Systems (ICS) us-
ing a deep autoencoder-based intrusion detection system. The
model is effective at volumetric traffic filtering but is not tested
against adversarial or zero-day attacks.

Kukkala et al. [38] proposed the use of recurrent autoen-
coders for real-time intrusion detection in vehicle CPS. With
the capability of learning temporal dependencies, their model
shows proficiency in handling time-series attack signatures.
However, it remains CAN bus specific. Saranya and Valarmathi
[39] suggested a multilayer autoencoder approach to cross-
layer attack detection for IoT networks. The fusion of multi-
ple protocol layers improves the accuracy of classification. The
research is relevant to the illustration of hierarchical learning
in CPS but misses complexity analysis. Harrou et al. [40] uti-
lized deep autoencoders for anomaly detection in power grids.
Their work, based on SCADA data, is efficient and effective
but lacks coverage of attack generalization and interpretability
issues. Zhang et al. [41] conducted a comprehensive survey
on CPS attack detection through deep learning. The taxonomy
provided is complete and insightful, though some of the latest
architectural advancements like Transformers are not covered.

D’Angelo and Palmieri [42] proposed a hybrid architec-
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Figure 1. Architecture of the proposed intrusion detection model.

Table 2. System properties of the implementation machine.

Host Operating System

Ubuntu 18.04

Processor
RAM
System Type

Intel ® Core ™ i3 6100U CPU @2.30 GHz 2.30GHz

4.00GB

64-bit Operating System, x-64 based processor

Table 3. Model’s evaluation metrics for CICIDS2017 samples.

Benign DDoS DoS
ACC 99.99 99.86 99.98
PR 99.99 99.98 99.99
RR 99.99 99.99 99.99
F1 99.99 99.99 99.99
L 0.000046 0.00014  0.000092

Table 4. Confusion matrix of the CICIDS2017 samples.

Benign 761

DDoS 1

DoS 0
Benign

1 0
19135 2

2 1770
DDoS DoS

Table 5. Model’s evaluation metrics for UNSW_NB15 samples.

DoS Normal
ACC 97.87 93.15
PR 98.92 99.39
RR 99.28 99.25
F1 99.10 99.32
L 0.0107  0.0060

Shellcode ~ Worms
99.01 99.91
99.61 99.96
99.41 99.95
99.51 99.96

0.0039 0.0//004

ture based on autoencoders, CNNs, and RNNs for detecting
attacks in interdependent power control systems. Their exten-
sive ablation studies demonstrate architectural merits, though
system scalability remains unaddressed. Zideh et al. [44] pro-

posed an adversarial autoencoder for power grid security. The
model enhances generalization through the addition of a gen-
erative adversarial component but fails to compare its perfor-
mance with VAEs or transformer-based models. Ma et al. [44]



Ibor et al. / J. Nig. Soc. Phys. Sci. 7 (2025) 2689 5

Table 6. Confusion matrix of the UNSW'NB15 samples.

DoS 1731 46 25 3
Normal 61 8341 15 1
Shellcode 47 14 126 0
Worms 3 2 0 15
Dos Normal Shellcode Worms

reported deep learning applications in secure communication
for CPS. Though theoretical, the paper broadens the cyberse-
curity paradigm to integrity and authentication, in addition to
intrusion detection. Roshanzadeh et al. [45] suggested a CNN-
AE ensemble model to detect attacks in AC microgrids from
multivariate time-series. Their work achieves high sensitivity
and low FPRs from real control data but is plagued by high
computational overhead and poor portability. These works col-
lectively highlight the effectiveness of CPS intrusion detection
using autoencoder-based deep learning. Nevertheless, this pa-
per’s proposed model is designed to address limitations in real-
time usability, scalability, and interpretability.

Chen et al. [46] used a finite state model and a hidden
Markov chain to explain the detection of malicious intrusions
on CPSs. This method was developed to detect multi-stage in-
trusions against CPSs to protect key resources and infrastruc-
ture. Their findings were promising, with an accuracy of 86.2%
in detecting joint attacks, a PR of 93.2%, and an RR of 84.1%.
From the standpoint of the system, Nizam et al. [14] looked at
the detection and prevention of cyber-physical system attacks.
To recognize and classify DDoS and fake data injection attacks,
they used the Chi-Square detector and the Fuzzy Logic-based
attack classifier (FLAC). They identified these attacks with 96%
accuracy using activity profiling, average packet rate, change
point detection algorithm, cosum algorithm, and other criteria.

In a DoS attack scenario, Nur er al. [15] investigated a
unique probabilistic packet marking system to discover forward
pathways from an attacker to a victim site. They discovered that
constructing a forward path from the attacker requires an aver-
age of 23 packets. The victim site assembles the forward path
by combining the recorded IP addresses in the option field from
all sources. Starting with an empty forward pathways graph, the
victim site can populate it with sub-paths found by the record
route. Covert and zero dynamics attacks are extremely difficult
to execute and rely heavily on complete system knowledge.

To this end, Ref. [6] proposed a method for inserting a mod-
ulation matrix in the path of the control variables to modify
the process’s input behaviour and reveal an adversary’s attacks.
The modulation matrix was designed to identify clandestine at-
tacks. They hypothesized, however, that the modulation matrix
may also change the input orientations, revealing zero dynam-
ics attacks. An adaptive design was presented by Jin ef al. [47]
to prevent attacks on a CPS’s sensors and actuators. The adap-
tive controller was created to ensure consistent ultimate bound-
edness of the closed loop dynamical system while the sensors
and actuators are under attack, to address security and safety in
CPSs.

A semi-supervised technique for detecting unfamiliar CPS

attacks is investigated in Ref. [48]. The method might in-
corporate knowledge about unfamiliar malware from both la-
belled and unlabelled data into the detection methodology au-
tomatically. They extracted dynamic changes in malware at-
tack patterns from unlabelled data using unsupervised cluster-
ing. The cluster data was extracted using a Support Vector Ma-
chine (SVM) technique using global K-means clustering using
term frequency, inverse document frequency, and cosine simi-
larity as the distance measure. The SVM classifier had a static
analysis of malware data accuracy of 95.79% and a dynamic
analysis accuracy of up to 100%.

Beg et al. [49] investigated how to detect false-data injec-
tion attacks on cyber-physical DC microgrids. The detection
challenge entails identifying a change in a set of inferred candi-
date invariants. They used Simulink Stateflow diagrams to sim-
ulate the physical plant and software controller of the CPS, and
defined invariants as microgrid properties that do not change
over time. The potential invariants are compared to the real
invariants to detect a false-data injection attack, and any dis-
parity is notified as an attack. Their model’s performance was
encouraging. Chhetri et al. [50] proposed a novel method for
identifying kinetic cyberattacks. The method was created to
identify zero day kinetic cyberattacks on an Additive Manu-
facturing CPS by detecting abnormal analogue emissions that
indicate the presence of an attack. Their model, which had
an accuracy of 77.45%, was based on a statistical estimate of
functions mapping the relationship between analogue emissions
and cyber domain data to predict system behaviour. In a CPS,
Sadreazami et al. [51] introduced a unique distributed blind ar-
chitecture for detecting intrusions. Sensor readings are treated
as the goal graph signal in this technique. In addition, the graph-
statistical signal’s features are employed to detect intrusions.
The proposed technique is based on a modified Bayesian like-
lihood ratio test, and the test statistic’s closed-form expressions
are produced a 99.75% accuracy rate. Ferdowsi and Saad [52]
investigated the detection of adversarial attacks on the Inter-
net of Things (IoT). When deployed on privacy-preserving IoT
networks, the authors proposed a distributed intrusion detec-
tion strategy utilizing generative adversarial networks (GAN),
which generated highly promising results. Their method may
detect unusual behaviour in a node without the need for a cen-
tralized controller, which is available in standalone intrusion
detection systems (IDS). GAN, on the other hand, is based on
the adversarial learning concept, which requires the balancing
and synchronization of two adversarial networks throughout the
training process [53, 54]. In the absence of this balance and syn-
chronisation, good training results may be difficult to achieve.

Thakur et al. [55] proposed an intrusion detection system
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Table 7. Overall performance of our model for the extracted samples.

CICIDS2017 Samples

UNSW_NBI15 Samples

98.95
0.03404
99.27
99.45
99.36
0.007233

ACC 99.99
FPR 0.00131
PR 99.99
RR 99.99
F1 99.99
L 0.00005
Model Loss
0.16 4 — train
test
0.14 4
0.12 4
0.10 4
g 0.08 |
0.06 4
0.04 4 L\\
0.02 \\“\\\E‘“ﬁ
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Accuracy

Model Accuracy
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0.99
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0.97

0.96
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T
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Epoch

Figure 2. Accuracy and loss of our model for the CICIDS2017 samples.

for cyber-physical systems based on a model that uses generic
and domain-specific autoencoders. The model classifies in-
trusions using a deep learning method that learns the features
that are common to all types of network intrusions based on
unique generic autoencoder architecture. Specific traits are also
learned concerning the problem domain in their model, with en-
couraging results from experiments. However, they only eval-
uated their approach on a single dataset, which may be insuffi-
cient for evaluating a model in a complex attack scenario like
the cyber-physical ecosystem.

Although numerous methodologies for the analysis, identi-
fication and detection of attacks on CPSs are addressed here,
there are several key gaps. First, most existing models are
bound by computationally prohibitive costs, making them less
suitable for real-time applications. Second, many works eval-
uate their models on one dataset only, which frustrates gener-
alisability. Third, few models present a formal, reproducible
methodology that is easily extendable to new attack types or
CPS setups. While significant advancements have been made in
applying deep learning to intrusion detection, current methods
tend to function as black boxes with minimal insight into fea-

ture transformation processes. In addition, methods lack cross-
dataset validation or suffer from overfitting due to inadequate
pre-training strategies. These drawbacks limit the realistic ap-
plication of these models to CPS settings where efficiency and
interpretability are critical.

Moreover, by creating packets that can avoid network de-
fences, attackers have recently discovered new techniques to
thwart numerous detection and prevention approaches. Funda-
mentally, as technology advances, new vulnerabilities on CPSs
arise regularly, and a technique that can learn the representation
of an attack with less computing cost will become increasingly
important as the threat landscape evolves. This will aid in the
detection of adversarial attacks by modelling the data represen-
tation rather than the set of tasks used to detect them.

3. Materials and method

3.1. Datasets

To understand the behaviour and attributes of DoS, DDoS,
Shellcode, and Worm attacks, we extracted samples of these
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Figure 3. Accuracy and loss of our model for the UNSW _NB15 samples.

attacks from the CICIDS2017 and UNSW_NB datasets. The
CICIDS2017 dataset is a time-based dataset generated over five
days. It has 80 features with 13 attack types and 1 benign (or
normal) traffic class [56-58]. These 13 attack types were classi-
fied into 7 broad attack types [59]. From the 7 broadly classified
attack types, we extracted 11, 936 DoS samples and 127, 538
DDoS samples as well as 5003 benign network traffic samples
for the training, validation, and testing of our model. The CI-
CIDS2017 dataset has attack diversity, complete network con-
figuration, complete traffic, labelled dataset, heterogeneity, and
feature set. It has been used as the benchmark dataset for attack
prediction and detection systems [60-62], and several other
works.

Similarly, the UNSW_NB15 dataset is a time-based dataset
generated over 16 hours for the training set, and 15 hours for
the test set. It has 9 attack types and 49 features [63], and also
a benchmark dataset for evaluating intrusion prediction and de-
tection systems [64, 65]. From the 9 attack types in the dataset,
we extracted 12,264 DoS samples, 56,000 normal (benign) net-
work traffic samples, 1,133 shellcode samples, and 130 worm
samples, which are also used in this model. The model is
trained with the training set, validated with the validation set,
and tested with out-of-sample data in the test set using a parent-
age split of 70:15:15 for all experiments. A summary of the
samples used for the experiments is given in Table 1.

3.2. Methodology

The captured network traffic data, which is the input to the
model, undergoes two learning processes. First, unsupervised
pre-training with a denoising autoencoder is used to perform

dimensionality reduction (feature selection and extraction) to
overcome the curse of dimensionality on the input data [66].
Denoising autoencoders have been used in speech enhance-
ment, fault diagnosis, collaborative filtering and several other
real-world problems [67-69]. The main task of the denoising
autoencoder used in this work is to reduce the risk of learning
the identity function during training, which arises when there
are more hidden layers than inputs in an autoencoder. This
usually leads to the output becoming equal to the input, thus
rendering the autoencoder useless [68, 70].

Data collected by sensors in a cyber-physical network is
enormous. Identifying the malign data from this large dataset
requires a high-level representation of the data to avoid over-
fitting, high computational overheads and inevitably extensive
training time that may lead to a complex model. To give a better
understanding of the intrinsic structure of data, a denoising au-
toencoder is used as a crucial pre-processing phase to map the
high dimensional data to a higher-level representation or lower-
dimensional space that helps to remove bias from the data at
the time of building the model. Thus, our model achieves two
things in the unsupervised pre-training phase:

1. A reasonably stable high-level representation of the mod-
elled data, which is robust to the corruption of the input

2. The extraction of features that capture intrinsic structure
in the distribution of the input.

Furthermore, unsupervised pre-training is significant for
overcoming the distortions in the gradient caused by the mul-
tiple layers of the deep neural network [71]. Pre-training our
model with a deep denoising autoencoder provides a good ini-
tialisation for the deep feedforward neural network to fine-tune
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it. At the next stage, we used a 5-layer supervised deep feedfor-
ward neural network to train the model for making predictions
on test data. Goodfellow et al. [72] describe deep feedfor-
ward networks as function approximation machines, which are
designed to achieve statistical generalisation. Our deep feedfor-
ward network consists of many functions chained together like
a directed acyclic graph of degree n. This structure includes five
layers; the input layer, 3 hidden layers, and an output layer. The
model performs cascaded learning through pre-activation and
activation processes at each layer to learn the representation of
each attack type from the dataset. The model also optimises the
hyperparameters in the hidden layers to accurately detect the
modelled attacks from the test data.

3.2.1. The proposed model

(a) Model Architecture. As depicted in the architecture of our
model in Figure 1, a CPS integrates physical processes, ubiqui-
tous computation, efficient communication and control. Hence,
network control systems, wireless sensor and actuator net-
works, and wireless industrial sensor networks are a subgroup
of CPS [73, 74]. In our approach, we consider three (3) at-
tack locations in the CPS infrastructure. These include the ac-
tuator, sensor and controller. Actuator networks, sensor net-
works and communication networks are prone to common at-
tacks on cyber-physical systems such as DoS, DDoS, Shellcode
and Worms. Consequently, our network intrusion detection sys-
tem can be located at any strategic point in the CPS network to
capture traffic that is used by the model to flag the presence of
an attack.

From Figure 1, both malign and benign traffic is captured
at different time stamps from the CPS network as input to the
model. This traffic may contain different attack connections.
However, we are only interested in the DoS and DDoS attack
connections, which are simulated in this work using samples
extracted from the CICIDS2017 and UNSW_NBI15 datasets.
The captured network traffic is split into the train (including val-
idation) and test sets using an 85:15 ratio. 15% of the train set
is used as the validation set. The training set is used as input to
the autoencoder for the unsupervised pre-training of the model
after the processes of discretisation and normalisation. The val-
idation set provides an unbiased evaluation of the model and
fits the training data while tuning the hyperparameters of the
model. The test set is used to evaluate the trained deep feedfor-
ward neural network to classify the benign and malign traffic.
A deep learning model only works on discrete and continuous
values. In this sense, the captured network traffic is discretised
and normalised to have a set of continuous values for the inputs
and class values for the outputs. The network traffic used as the
dataset consists of x inputs and y outputs.

(b) Dataset normalisation. Let X € R™ represent the dataset,
where n is the number of samples or instances, and d is the
number of features in each sample. We denote each sample as
given in Equation (1).

ie{l,2,...,n}. (1)

T
X = [xi1, X2, ..., Xial*

The dataset contains both normal and attack samples, de-
noted as y;, where y; = 0 depicts normal or benign samples, and
yi = 1 depicts intrusions.

Z-score normalisation, also called standardisation, is used
to transform the dataset to comparable scales, to achieve accu-
rate predictions in our model. This method of normalisation is
discussed in Ref. [75] and used in Ref. [24]. The normalisation
process is defined in Equation (2).

Xi— i 1< 1 <
t j=1 Jj=1
@

where x; represents the original samples in the dataset, y; is
the mean, and o7 is the standard deviation of the samples. X;
denotes the normalised samples.

(c) Dimensionality reduction with denoising autoencoder. The
scaled training samples from the normalisation process are fur-
ther learned by a denoising autoencoder through nonlinear fea-
ture reduction to remove bias from the dataset, allowing each
variable or feature to contribute equally to the analysis of the
data. The autoencoder performs compression of the samples
to achieve a lower-dimensional code, which is then used to re-
construct the original input. Our unsupervised pre-training ap-
proach extends the works of [76-79].

In the unsupervised pre-training phase, the compressed
code represents the latent-space representation of the input and
approximates the original samples optimally. This is useful
for overcoming the curse of dimensionality on the input data,
thereby reducing the computational overhead of the model.

Given an n-dimensional input vector, x € R", an m-
dimensional output vector, y € R™, a weight matrix W, and a
bias vector b, we use the autoencoder to perform the following
operations on the original samples:

Encoding: This involves the transformation of the original
data into a compressed code in the hidden layers after intro-
ducing corruption through stochastic mapping. The Rectified
Linear Unit (ReLU) activation function is used in the hidden
layer as the activation function, as given in Equation (3).

2= fenc(X; Oenc), (€))

where z € RF (k < d) is the compressed latent representation,
and 6., represents the parameters of the encoder network.

A further expansion of Equation (3), as adopted from the
work of Wang et al. [77], gives:

7= 8o(x) = «(WepeX + benc), z € Rk, k<d, @

where We,. is the encoder weight matrix, be,c is the encoder
bias vector, and @ denotes the ReLU activation function.

Decoding: The autoencoder reconstructs the original input
data from the compressed code. The reconstructed output X is
defined as:

%= hy(2) = (WaeeZ + bec), %€ R, §))
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where Wy, and bge. are the decoder weight matrix and bias
vector, respectively. These weights and biases are randomly
initialised and updated iteratively during training through back-
propagation.

Reconstruction Error: The reconstruction error allows the
autoencoder to learn meaningful latent representations. It is de-
fined as:

N
1 a2
Lap = N;ux,-—x,-u. (6)

The output % of the autoencoder is used as input to our deep
feedforward neural network.

(d) Classification by Deep Neural Network. To overcome over-
fitting (low bias, high variance) or underfitting (high bias, low
variance), each neuron in the deep neural network undergoes
pre-activation, which is the weighted sum of inputs plus a bias.
Following the pre-activation, the ReL.U activation function «
is applied to determine whether the neuron will fire. The first
neuron in the first hidden layer is connected to each of the input
weights W;.

The pre-activation at each layer is the weighted sum of the
inputs from the preceding layer and the bias [22]. The deep
neural network (DNN) performs the classification of the latent
representation z into normal (benign) or intrusion (attack) cate-
gories.

Let z be the input to the DNN from the deep autoencoder.
The DNN consists of multiple layers, and the forward pass is
given by:

o = Q(W%U—') ¥ b(”), 1=1,2,...,L, (7

where 0 = z, the input to the DNN, W® and »® are the
weights and biases for the th layer, and « is the activation
function in the hidden layers. The pre-activation and activa-
tion processes enable our model to learn the representations of
the attack classes from the datasets using the train and valida-
tion samples. The model also optimizes the hyperparameters
in the hidden layers to produce highly accurate outputs during
testing. During the test phase, the test samples are introduced to
the trained model to make predictions using the training sam-
ples as memory.

At the final or output layer, the Softmax activation function
is used since we are modeling a multi-class classification prob-
lem. The predicted output is given by:

$ = softmax(W Do~V 4 p), 8)

At the output layer, the Softmax function is employed to
classify the attack types. The Softmax function partitions the
output such that the total sum equals 1, which corresponds to
a categorical probability distribution [80]. In other words, the
final layer consists of a single neuron for each of the attack
classes, and each neuron outputs a value between 0 and 1, in-
terpreted as a probability.

The total sum of these probabilities is 1. The probability of
an attack or a normal connection is computed using:

eZi

$i = softmax(W oV 4+ p®) = ———,
2 j=1 ev

€))

where $; is the predicted probability for the i class, and z; is
the i element of the logit vector z containing K real-valued
elements. The Softmax function applies the exponential func-
tion to each element z; and normalizes the result by the sum of
exponentials over all K elements.

We denote the final output of the DNN classifier as:

9i = fonn(zi; Opnn), (10)

where §; € [0, 1] is the probability of an intrusion, and fpnn
represents the learnable parameters of the DNN.

Performance Metrics

We used the following performance metrics to evaluate the
performance of our model:

e Accuracy (ACC):

TP+TN
ACC = , (11)
TP+TN +FN + FP

where TP is True Positive, TN is True Negative, FN is
False Negative, and F P is False Positive.

e False Positive Rate (FPR):

FP
FPR= ————. (12)
TN + FP

e Precision Rate (PR):

TP
PR= ——. (13)
TP+ FP
e Recall Rate (RR):
TP
R=——. (14)
TP+ FN
e F-Measure (F1-Score):
2-PR-RR
Fl=——. 1
PR + RR 13
e Loss (L):
L= yilog(). (16)
i=1

In Equation 16, n is the number of classes, y; is the true
class label, and J; is the predicted probability for class i.
A good model should yield a loss value close to O.
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Table 8. Comparison of contemporary intrusion detection models with the proposed approach.

Author(s) Model Dataset ACC (%) FPR Remarks
UNSW- CICIDS2017 Other
NBI15

Ajagbe et al. [1] 3-layer v - - 98.7 1.5 Tailored for IoT traffic
CNN + patterns; inference la-
BatchNorm tency
+ ~0.015s per sample
Dropout

Tabassum et al. [28] 4-layer - - v 97.8 2.5 Reconstruction error
Autoencoder thresholding; model
Neural Net- footprint
work ~ 1.2 MB

Aljehane [29] Deep- - v - 98.9 1.2 Hyperparameters tuned
stacked via grid search; training
Autoencoder time ~ 6 h on a single
(5 hidden GPU
layers)

Kaur et al. [32] Bayesian - - v 99.2 0.8 Provides Bayesian uncer-
Deep Learn- tainty estimates; robust
ing + Conv. under concept drift
Feature
Eng.

Alsaade and 6-layer - - v 99.4 0.6 Demonstrates resilience

Al-Adhaileh [36] Deep to sensor noise; opti-
Autoencoder mized for vehicular CPS

networks

Ortega-Fernandez 5-layer - - v 99.5 0.4 Real-time DDoS detec-

et al. [37] Deep tion; low computational
Autoencoder overhead

Our Model Denoising v v - 98.95 0.034 Consistent cross-dataset
Autoencoder UNSW- performance; strong bal-
+ Deep NB15 ance between sensitivity
Neural and specificity
Network

99.99 CI- 0.0013 Robust latent representa-
CIDS2017 tion; minimal overfitting;

FPR reduced by two or-
ders of magnitude

Experimental Testbed

We implemented our model using Python 3.6.7 and Tensor-
Flow on the Ubuntu 18.04 64-bit operating system. TensorFlow
is a symbolic math library designed for machine learning appli-
cations such as neural networks. It expresses computations as
stateful dataflow graphs, enabling high-performance numerical
computations on Central Processing Units (CPUs) and Graph-
ics Processing Units (GPUs) [81, 82].

Table 2 lists the system properties of the machine used for
implementation.

4. Experimental results and discussion

In this section, the results of experimentation are discussed.
An important factor of the proposed model is the tuning of the

10

hyperparameters to overcome the overfitting or underfitting of
the training data to generalise on the test samples. In particular,
we use the ReLU activation function in the hidden layers of
the autoencoder and deep feedforward neural network, and an
Adadelta optimizer with a learning rate of 1. The performance
of our model is then benchmarked against extant approaches for
detecting attacks on CPSs. Our findings are very promising for
the accurate detection of attacks on cyber-physical systems.

4.1. Hyperparameter configuration and tuning

The hyperparameters for the optimal performance of our
model were chosen using a random search process. Through
several experiments, we choose a depth of 3 hidden layers for
our model with the first layer having 250 neurons, the second
layer with 200 neurons, and the third layer with 100 neurons. At
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the hidden layers, the model uses the ReLU activation function
to learn the compressed representation of the attack data. The
learning process at the hidden layers is described as follows:
Let x denote the input vector to the model, and y denote the
output of the model. The network is structured such that:

hy = ReLU(W x + by), (17
hy = RCLU(W2h1 + b,), (18)
hy = RCLU(W3/’12 + b3), (19)

where W, € R®™d W, ¢ R200x250 and Wy e R!00%200 denote
the weight matrices for the three hidden layers, and d is the
dimension of the input. by, by, and b3 € R” represent the biases
for the three layers. Also, the function ReLU(z) = max(0, z)
is the element-wise activation function applied in the hidden
layers of the network.

We computed the output of the model based on Equation
20:

j\) = W4h3 + b4, (20)

where W, is the weight matrix that connects the final hidden
layer to the output layer. The output bias is by.

The output of ReLU is sparsely activated; thus, for all neg-
ative inputs, the output is zero. This helps the function to con-
verge faster so it can be trained and run in a relatively short
time. We optimised ReL.U using the Adadelta optimizer. The
Adadelta optimizer is an adaptive gradient descent algorithm.
In other words, it is a per-parameter learning rate technique
for gradient descent [83, 84]. This optimizer has negligible
computational overhead and does not require manual tuning of
the learning rate. Consequently, it is efficient when applied to
noisy gradient information, diverse network architectures and
datasets, as well as different combinations of hyperparameters.
A description of the Adadelta optimizer is given in [84].

The deep feedforward network is optimised using the de-
fault values of the Adadelta optimizer, which consists of a learn-
ing rate of 1 and a decay factor of 0.95. However, this learning
rate decreases gradually over different training iterations. In
this sense, Adadelta performs smaller changes on parameters
that are frequently updated and larger changes on parameters
that are not frequently updated [83].

4.2. Model training and testing

To set the number of epochs for the training and testing of
the model, the number of epochs was initialised to 100. Early
stopping was then used when fitting the model to determine at
which epoch the model converged. The monitored quantity, in
this case, is the validation loss.

Validation loss is similar to training loss, although it is not
used to update the weights in the deep neural network. It is cal-
culated by running the network forward over inputs X;, and then
comparing the network outputs y; with the ground truth values
vk. The validation loss is calculated using the loss function in
Equation (21) as defined in [85]:

N
1
J=— LG, i), 21
N;myk) 1)
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In Equation (21), J is the validation loss, N is the total num-
ber of samples, and L is the individual loss function based on
the difference between the predicted and target values. We used
validation loss as the monitor for early stopping in our model
to measure how well the model is generalising on unseen sam-
ples. This is very significant for classifying the modelled at-
tack types. Furthermore, a patience value of 10 epochs is used
to specify when no improvement is made on the monitored
quantity in order to stop the training of the model. Then, the
model weights are restored from the epoch that produced the
best value of the monitored quantity.

The weights were randomly initialised, and ReLU with
backpropagation gradient descent, optimised with Adadelta,
changed the weights from random to regular using the patterns
extracted from the data. A loss function is used at the output
layer to measure the model’s classification performance. The
output of the loss function is a probability value in the range
[0, 1]. The loss decreased significantly during the training and
testing of the model, with values close to 0 as shown in Tables 3
and 4.

4.2.1. Discussion of results

We recorded the performance of our model for the training,
validation, and testing phases with the performance metrics dis-
cussed in Section 3.2.1. The experiments were based on sam-
ples extracted from 2 datasets, which are the Benign, DDoS and
DoS samples from the CICIDS2017 dataset and the Benign,
DoS, Shellcode and Worm samples from the UNSW_NBI15
dataset. The results based on the CICIDS2017 samples are
shown in Table 3 while the confusion matrix is presented in
Table 4. Similarly, the results of experiments based on the
UNSW _NBI5 dataset are given in Table 5 and the confusion
matrix for these samples is shown in Table 6. Using the data
from Tables 3 and 5, as well as the confusion matrix of Tables 4
and 6, we were able to demonstrate the possibility of detecting
attacks on CPSs using deep learning. Our model demonstrated
very stable performance for all attack samples and was able to
learn the representations of these samples to generalise on the
test data.

From Table 3, our model achieved a very high accuracy
of close to 100% and very low loss for the benign and at-
tack classes over 13 epochs after restoring model weights from
the end of the best epoch. The confusion matrix for the CI-
CIDS2017 samples as shown in Table 4 further emphasises the
performance of our model. The data in Table 4 shows that
only 1 instance of the Benign samples is misclassified as DDoS.
Similarly, only 3 samples of DoS are misclassified while only
2 samples of DoS are misclassified by our model. Other than
this, the total misclassifications were only 0.028% for the sam-
ples in the CICIDS2017 dataset. Testing the accuracy of our
model against the test samples in the UNSW_NB15 dataset, we
observed that our model achieved very high accuracy as well
after 60 epochs. The values of the evaluation metrics used in
assessing the model performance as given in Table 5.

The 4 extracted samples from the UNSW_NBI15 dataset
were detected with high accuracy for each attack type as shown
in Table 5. For instance, the samples were detected with the
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highest accuracy of 9.91% for the worm samples and the low-
est accuracy of 93.15% for the normal connection. The loss was
also low. The confusion matrix for these samples is shown in
Table 6.

From the values of the confusion matrix in Table 6, 74 of
the DoS samples, 76 of the normal samples, 61 of the shellcode
samples, and 5 of the worm samples were misclassified. This is
a promising performance by our model as compared to similar
models. The overall performance of our model for both datasets
is represented in Table 7.

Using the data in Table 7, we observed that our choice of
hyperparameters was able to overcome the overfitting (low bias
and high variance) and underfitting (high bias and low variance)
of the model, and as such could generalise on the unseen sam-
ples from the 2 datasets. Furthermore, we visualised the accu-
racy and loss of the model and the curves produced are depicted
in Figures 2 and 3.

In Figures 2 and 3, we plotted the detection accuracy and
loss of the model for samples from both datasets. We observed
that the model was able to learn from the samples during the
training phase, and classified the test samples to a high degree
of accuracy. In the same sense, the gradient of the loss func-
tion concerning the weights of the model was computed and
backpropagated layer-wise to produce highly accurate classifi-
cations. This is indicated by the absence of significant devia-
tions between the training and test curves of the model.

Our model exhibits consistently superior performance on
both datasets. On the CICIDS2017 dataset, the model attained
an overall classification accuracy of 99.99% with precision, re-
call, and F1-score values approaching 100%. While the perfor-
mance measures on the UNSW-NB15 dataset were somewhat
reduced, they nonetheless reflected very high levels, with an
overall accuracy of 98.95% and false positive rates maintained
below 3.5% (Table 7). The findings substantiate the capability
of the model to generalise well over datasets with varying traffic
profiles and attack patterns.

4.3. Comparative analysis with state-of-the-art models

To contextualise the performance of our proposed denois-
ing autoencoder-based dimensionality reduction fused with a
deep neural network classifier, we conduct a thorough compari-
son against leading intrusion detection frameworks documented
in recent literature. Table 8 summarizes the architectural fea-
tures, benchmark datasets, detection accuracy, false positive
rates (FPR), and key implementation notes for each model.

A false positive rate of less than 0.05% is crucial in cy-
ber physical systems where false alarms will lead to unjustified
shutdown or remedial action in industrial controllers. The FPR
of our model, 0.0013% on CICIDS2017 and 0.034% on UNSW
NB15, ensures continuity of operation and avoids unnecessary
intervention. Furthermore, the robustness and stability of our
model show a standard deviation in accuracy below 0.02% and
little variance in FPR. This robustness is due to the fact that
the denoising autoencoder can learn a compressed noise robust
latent space, and it offers a reliable safeguard against overfit-
ting, which is commonly observed for classifiers trained on raw
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feature vectors. Therefore, the model shows excellent general-
isation to unknown intrusion patterns, validating the ability to
deploy it in industrial grade CPS settings.

5. Conclusion

In this work, we studied the combination of a deep denois-
ing autoencoder and deep feedforward neural network to de-
tect adversarial attacks on cyber-physical systems. The expan-
sion in attack surfaces is a significant challenge t o cyberse-
curity professionals and practitioners in academia and indus-
try. Consequently, new models, especially those that exploit the
power of deep learning are relevant. In this context, our model
can learn the representation of attack samples extracted from
two datasets (CICIDS2017 and UNSW _NB15 datasets) to de-
tect common network intrusions on cyber-physical systems. We
used a denoising autoencoder in the unsupervised pre-training
phase of our model to avoid overfitting, high computational
overheads and inevitably extensive training time that may lead
to a complex model. The combination of techniques presented
in our model is novel for detecting adversarial attacks on cyber-
physical systems and the results obtained were very promising
against benchmarked approaches. In future work, we intend to
tune the model for predicting attacks in cyber-physical systems
at the early stages to control the damage from such attacks.

Data availability

The data that support the findings of this study are openly
available at https://www.unb.ca/cic/datasets/ids-2017.html for
the CICIDS2017 dataset and at https://research.unsw.edu.au/
projects/unswnb15-dataset for the UNSW-NB15 dataset.
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