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Abstract

Plant disease detection has become a demanding and challenging task in today’s environment because many different types of plants exist world-
wide, and very varied infections are found in them. The proposed work introduced a hybrid architecture to perform plant disease recognition
and classification accurately and efficiently. The proposed model utilizes the strengths of CNN and Vision Transformer, where CNN successfully
extracts local fine-grained texture features quickly. At the same time, ViT plays a vital role in extracting global and deep features from the leaf
images. The suggested model was evaluated on a rice leaf dataset for paddy disease recognition and classification. The dataset consists of images
representing four different types of rice leaves, with each class containing 4,000 samples. It includes healthy and diseased leaves, where the
diseased category is further divided into three specific classes: Brown Spot, Bacterial Leaf Blight, and Leaf Smut. The suggested model worked
well on the input dataset and achieved a testing accuracy of 99.13%. The Precision, recall, and F1 score of the proposed model were recorded
as 99.13%, 99.13%, and 99.13%, respectively. The proposed method achieves a classification accuracy of 99.13%, outperforming SOTA models
such as ViT-small, DenseNet121, ResNet50, EfficientNet B0 and SqueezeNet by 2–9% on the same dataset. The proposed method was compared
with other approaches on the same experimental environment. These results demonstrate the effectiveness of our EfficientNet-ViT-based pipeline
in capturing both local and global features for accurate rice disease classification.
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1. Introduction

Agriculture is the foundation of civilized world, comprising
a vital part of the world economy. Farming provides livelihood,
food, and shelter to millions of human beings across the globe.
However, this key domain faces many challenges, encompass-
ing the continuing effects of environmental change, the progres-
sion of crop disease-causing organisms, and the ongoing need
to adopt sustainable agricultural practices. Plant diseases are

∗Corresponding author Tel. No.: +234-902-402-1958.
Email address: rprasad@aust.edu.ng (Rajesh Prasad)

becoming a significant obstacle to the world food supply and
safety. Risk analysis and estimation of plant infection become
very difficult due to their changing nature, depending on the
types of diseases, the types of plants, the climatic conditions,
and the soil conditions. Due to the similarity in symptoms of
certain diseases or minimal differences, farmers often struggle
to diagnose the diseases accurately.

Further, the symptoms of infection in the early stage are
very tiny and it is difficult to see them with the naked eye, pre-
venting the farmer from accurately detecting the disease early.
Moreover, since many farmers lack the expertise to recognize
infections, AI can assist them in making more accurate diag-
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noses [1]. Much contribution is expected from the evolution of
AI to help agriculture specialists and farmers make worldwide
crop production and the agro ecosystem sustainable. Plant dis-
eases, caused by viruses, fungi, bacteria, or other factors, have
the potential to damage the crops, undermining the hard work of
farm workers. Uncontrolled disease growth can destroy entire
crops and lead to food shortages, environmental degradation,
and economic losses. Therefore, there is a critical demand for
automatic disease diagnosis that can accurately detect diseases
in the early stages and thus save crops, money, and the environ-
ment.

ML and its breakthrough Deep Learning (DL) use in crop
infection diagnosis have increased, demonstrating promising
accuracy in identifying diseases from digital images [2]. Some
important machine learning algorithms used in disease detec-
tion are ANN [3], SVM [4–6], and Naive Bayes [7] algorithms.
Significant evolution and breakthroughs are making deep learn-
ing, particularly CNN, the first choice for researchers in the
computer vision and object detection research fields. Barbedo
[8] and Mohanty et al. [9] conducted advanced research in
this field, utilizing CNN models such as VGG16, AlexNet,
GoogleNet, and ResNet while incorporating the transfer learn-
ing approaches.

Additionally, computer scientists are developing tailored
CNN techniques that integrate convolutional layers from pre-
trained architectures such as VGG16 and Inception Nets.
This architecture uses convolution, Relu, max-pooling/average-
pooling, and fully connected layers. The Inception block in-
cludes a max-pooling (3 × 3) layer and different kernel sizes of
parallel convolutional layers. The VGG model remains a foun-
dational architecture for many other models due to its effective-
ness and simplicity, securing second position in the ILSVRC
2014 challenge [10–12].

Mohanty et al. [9] introduced a prediction method
with a promising average accuracy of 99.30% through cross-
validation. Likewise, many crop disease detection methods
have been introduced for real crop field conditions. Kawasaki
et al. [13] conducted ground breaking research by examining
a 3-convolution layer network to identify three types of infec-
tions found in cucumber crop based on authentic crop leaf im-
ages, obtaining a 94.90% validation accuracy. Additional re-
search on cucumbers/rice [14–16] and tomatoes [17] further
validated the effectiveness of CNN and its variations in the
farming domain. Recent advancements in the agriculture do-
main suggest that integrating CNN with a vision transformer
greatly improves plant disease detection. Vision Transform-
ers (ViT) have demonstrated outstanding potential in creating
models for accurate crop disease detection. A prominent ex-
ample is the Inception Convolution Vision Transformer (ICVT)
[18] which is validated on three different datasets, including
PlantVillage, PlantDoc and AI2018, where these datasets have
given 99.94%, 77.74%, and 86.89% accuracy, respectively. The
problem with Vision Transformer is that it is trained on many
computational parameters, ranging from 25 to 86 million. Pure
Vision Transformer-based models become very challenging for
low-resource/ edge computing devices. Therefore, striking the
right balance between model size and computational require-

ments is crucial.
Crop disease detection and effective control are critical

to sustaining agricultural output, guaranteeing food security,
and fostering economic expansion. Researchers favour deep
learning models, particularly CNNs, as they can automatically
extract meaningful and pertinent characteristics from incom-
ing data, improving performance. However, as CNN mod-
els mainly concentrate on correlations between spatially neigh-
boring pixels within the filter size-determined receptive field,
they cannot capture links between distant pixels. Recently, re-
searchers have investigated the use of attention mechanisms to
overcome the limitations of CNN models in capturing relation-
ships between distant pixels.

Our research presents a novel approach that utilizes the
well-established EfficientNet-B0 Network for effective fea-
ture extraction from leaf images. This framework trains the
EfficientNet-B0 using hyperparameter tuning to receive local
patterns efficiently. EfficientNet-B0 was selected as the back-
bone feature extractor due to its optimal trade-off between ac-
curacy and model size. Compared to other architectures such as
ResNet, SqueezeNet or Inception, EfficientNet-B0 offers com-
parable or better result with significantly lower computational
cost and lower number of parameters, making it well-suited
for our application. Then, a vision transformer variant, ViT-
small model, captures global relationships in disease patterns.
Finally, the MLP head (a multi-layer perceptron) equipped on
the vision transformer is utilised to classify the diseases. Our
contributions can be succinctly outlined as follows:

• We integrated EfficientNet-B0 with Vision Transformer
(ViT) to create a hybrid model that leverages local feature
extraction and global attention mechanisms.

• The model design significantly reduces computational
complexity by feeding ViT with compact, high-level fea-
tures extracted from EfficientNet, minimizing the number
of input tokens.

• This approach enhances accuracy while maintaining effi-
ciency, making the model suitable for deployment in real-
time and resource-constrained environments.

• Our model demonstrates strong generalization capabili-
ties, especially on smaller datasets, thanks to the induc-
tive bias introduced by the EfficientNet backbone.

• The hybrid architecture outperforms standard CNNs and
ViTs in performance and efficiency for plant disease de-
tection tasks.

The remaining sections of this work are as follows: Section
2 reviews recent studies on plant disease identification. Section
3 provides a detailed explanation of the materials and method-
ology used. Section 4 presents the experimental results along
with a thorough discussion. Finally, Section 5 concludes the
paper.
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2. Literature review

This section discusses various methodologies, advance-
ments, and techniques in the field. This section provides a sum-
marised view of surveyed works with their main features and
limitations. This survey work helps to find the gaps in the do-
main and accordingly motivates setting the objectives for the
research work.

2.1. Related works

It provides an overview of the subject matter and presents
past research on disease classification in plant leaves using
computer vision, colour transformation, segmentation, and
deep learning techniques. This section presents related works
by various academicians and researchers from 2019 to 2025.
The following are the reviews of various literature published in
reputed journals and conferences.

Albattah et al. [19] introduced a drone-based disease detec-
tion system utilizing EfficientNetV2-B4 with additional dense
layers. The model effectively deals with diverse image nature
while reducing computational overhead, achieving 99.99% ac-
curacy on the PlantVillage repository. However, its reliance on
drone-captured imagery makes it less accessible to small-scale
farmers, and its high computational demands pose difficulties
for installation on low-power edge devices.

Zeng & Li [20] presented a CNN model with a self-attention
mechanism for agricultural leaf disease detection. Several
plant species from the MK-D2 and AES-CD9214 datasets were
utilised to assess the suggested model. The model’s classifi-
cation accuracy on the MK-D2 dataset was 98.0%, but on the
more realistic AES-CD9214 dataset, which included substan-
tial variability in each sample, it was 95.33%. Their method
increased accuracy but could only be tested on specific crop
datasets.

Chen et al. [21] developed a rice disease recognition model
using leaf images, integrating a lightweight attention mecha-
nism with a pre-trained MobileNet-V2 for efficient and accu-
rate identification, even in complex backgrounds. Tested on
rice plants, the model achieved 99.67% accuracy on a public
dataset and 98.48% on challenging images. Its lightweight de-
sign, however, could compromise detail on high-resolution or
diversified datasets.

Wu Huang [22] developed a Vision Transformer-based
model for detecting tomato leaf infections, demonstrating
strong capability in distinguishing visually similar diseases.
Tested on tomato plants, the model achieved 88.1% accuracy,
though its high computational requirements may limit real-time
applicability.

Reedha et al. [23] proposed a Vision Transformer with
self-attention for crop and weed classification, demonstrating
remarkable classification results even with small labelled train-
ing datasets. The model achieved 99.28% accuracy when tested
on weeds, spinach, parsley, off-type green leaf beets, and beets
images captured by a UAV. However, its high computational
requirements may limit real-time applicability.

Thakur et al. [24] created a hybrid model based on a vi-
sion transformer and a CNN for plant leaf disease detection. Its

lightweight design makes it perfect for Internet of Things-based
smart agriculture. The model’s accuracy was 98.33% for rice,
92.59% for maize, and 93.55% for apple when tested on the
Embrapa and PlantVillage datasets for rice, maize, and apples.
However, its performance can deteriorate under real-world cir-
cumstances with different environmental elements.

Yang et al. [25] created a modified GoogLeNet model that
offers improved robustness in natural scene images while main-
taining reduced model complexity for rice crop disease classi-
fication. The model was tested on a dataset of rice leaves gath-
ered from crop fields and the Kaggle platform, and it achieved
99.58% accuracy. Although it works well for single-kind in-
fected leaves, it might not work well for leaves affected by mul-
tiple diseases.

Sharma et al. [26] created a lightweight CNN for crop dis-
ease diagnosis ideal for real-time agricultural applications with
just 6.4 million trainable parameters. The model’s accuracy was
96.56%, 99.50%, 92.34%, and 93.56% on the tomato, grape,
cucumber, and citrus datasets. However, the quality of the train-
ing samples may impact their performance.

Hosny et al. [27] developed a lightweight deep CNN model
for plant leaf disease recognition. They coupled the CNN with
Local Binary Pattern features to achieve high accuracy across
multiple datasets. Apple, Grape, and Tomato datasets from the
PlantVillage repository have given 98.3%, 96.5%, and 98.8%
accuracy, respectively. Its dependence on LBP feature extrac-
tion may limit its ability to capture complex illness patterns.
Similarly, Ref. [28] proposed a lightweight CNN structure for
classifying leaf diseases. This model minimises the computa-
tion by generating fewer parameters. The model is validated on
nightshade plant leaves. Validation achieved accuracy ranged
from 95% to 100%. However, because it was trained solely on
nightshade plant leaves, it might not be able to adapt to a range
of real-world scenarios and generalise to other crops.

Thai et al. [29] applied Sparse Matrix-Matrix Multipli-
cation (SPMM) in vision transfer architecture to propose a
deep framework for cassava leaf disease identification with re-
duced computational complexity and improved attention prun-
ing. Cassava leaf image samples were used to validate the
model, and it succeeded in achieving 95% accuracy. However,
it might be unable to record complex illness information due to
its reliance on attention pruning.

Taji et al. [30] applied meta-heuristic algorithms to propose
an optimized hybrid CNN structure to detect and classify plant
leaf diseases. When evaluated on the PlantVillage dataset, the
model attained 99.8% accuracy. However, the complex tuning
of metaheuristics leads to high computational costs and time-
intensive parameter optimisation.

In order to overcome class imbalance and use fewer pa-
rameters than current CNN and Transformer-based models, re-
searchers in [31] created a lightweight MobileViT model with
GAN-based augmentation for plant disease recognition using
leaf pictures. It had 99.92% accuracy on PlantVillage and
75.72% on the PlantDoc dataset. However, its lower accuracy
on PlantDoc suggests difficulties extrapolating to actual situa-
tions.

Aboelenin et al. [32] developed a hybrid deep learning
3
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framework combining CNNs and ViT for detecting apple and
corn leaves, effectively identifying and classifying multiclass
plant diseases. Evaluated on apple and corn plants, the model
achieved 99.24% accuracy and 98% for corn; however, com-
bining multiple CNNS and Vit results in high computational
complexity.

Baek [33] developed a Multi-Vision Transformer (Multi-
ViT) model that effectively extracted spatially distributed ill-
ness symptoms. The model obtained 99% accuracy when tested
on the Apple, Tomato, and Grape datasets. However, using
multiple ViTs makes things more computationally complicated,
making deploying in real time on devices with low resources
challenging.

2.2. Research gaps

• CNNs are excellent in capturing small-scale patterns be-
cause they use local receptive fields, but are less adept at
recognising global links in images.

• In certain plant illnesses, CNNs could overlook minute
variations in color or texture. ViTs are excellent at distin-
guishing tiny changes in colour and texture, which boosts
the classification accuracy of visually identical diseases.
However, Vision Transformers (ViT) increase computing
costs and challenge real-time deployment on edge de-
vices.

2.3. Research objectives

• To build a Light weight hybrid deep framework equipped
with Vision Transformer (Vit) that improves the recogni-
tion of minor colour and texture differences in plant in-
fections.

• The suggested architecture uses CNNs first to gener-
ate compact feature maps, which lowers the number of
patches needed by the self-attention mechanism, then ef-
fectively captures different features, allowing accurate
detection and lowering the computational cost of self-
attention.

3. Materials and methods

The methodology proposed for rice leaf disease classifica-
tion is presented in Section 3. It outlines a workflow comprising
distinct stages: dataset collection and its description, Baseline
CNN architecture for automatic local feature extraction, global
features extraction by utilising a lightweight vision transformer,
and finally disease recognition and classification by integrating
the baseline CNN and vision transformer into the hybrid frame-
work, each method detailed in subsequent subsections.

3.1. Dataset description

The rice leaf dataset, obtained from Kaggle [34], was used
to carry out the experiments in this study. It comprises images
of four different types of rice leaves, with each class contain-
ing 4,000 images, as outlined in Table 1. The dataset includes

Table 1: Dataset classes and their size.

Leaves class Number of images
Bacterial leaf blight 4,000
Brown spot 4,000
Health 4,000
Leaf smut 4,000

Figure 1: Samples of rice leaf diseases and healthy leaves from
the dataset.

both healthy and unhealthy rice leaf images. The unhealthy cat-
egory is divided into three distinct disease classes: Brown Spot,
Bacterial Leaf Blight, and Leaf Smut. Therefore, the dataset ef-
fectively represents one healthy class and three disease-affected
classes.

Figure 1 presents visual examples of healthy and diseased
rice leaves, clearly illustrating the images utilised in this re-
search.

The symptoms and causal organisms of the three kinds of
rice diseases stored in the dataset are briefly described as fol-
lows:

1. Bacterial leaf blight: Bacterial Leaf Blight primarily af-
fects the plant leaves. The disease is characterised by
elongated lesions that can extend several inches. As the
infection progresses, these lesions may spread across the
entire leaf. Initially white, the lesions turn yellow due
to bacterial activity. The disease is mainly transmitted
through irrigation water and wind. It is caused by the
bacterium Xanthomonas oryzae.

2. Brown spot: Brown Spot primarily affects the leaves of
the plant. It is characterized by small, round to oval-
shaped dark brown spots. The disease also leads to leaf
shrinkage. While a fungus usually causes it, bacteria can
also occasionally be responsible. The main causal organ-
ism is the fungus Helminthosporium oryzae.

3. Leaf smut: Leaf Smut primarily affects the leaves of the
plant. The disease is identified by angular, slightly raised
dark spots and dull patches with reddish-brown edges ap-
pearing on both sides of the leaves. It is caused by the
fungus Entyloma oryzae. Leaf Smut can also lead to the
development of other diseases in rice plants. The infec-
tion spreads through contaminated plant debris present in
water and soil.

The utilised dataset consists of real, field-captured rice leaf
images with diverse backgrounds, varying levels of disease
severity (from mild to severe). The images show close-up views
of the leaf surfaces, allowing for visual identification of dis-
ease symptoms such as lesions, spots, or discolouration. The
deliberately low quality of the input images introduces natural
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Figure 2: EfficientNet B0 architecture.

Table 2: Comparison of the utilized ViT-Small architecture with
the ViT-Base model.

Model Embedding
Dimension

Layers Heads MLP Hid-
den Dimen-
sion

Parameters
(Millions)

ViT-Small 384 12 6 1536 22M
ViT-Base 768 12 3072 3072 86M

noise and variability, challenging the model to extract only the
most critical features. As a result, the model becomes more
robust and capable of generalising effectively to new, unseen
data, rather than relying on superficial details. This dataset is
valuable for training machine learning models for plant disease
detection and classification, enabling automated diagnosis and
contributing to precision agriculture efforts. Batch-wise data
augmentation was applied during training to boost variability
further and improve model generalisation. The plan involves
building a more comprehensive dataset by capturing rice leaf
images from actual crop fields under varying lighting and en-
vironmental conditions across multiple regions in our country,
this will further enhance the model robustness.

3.2. Baseline CNN architecture (EfficientNet-B0)
The developed model incorporates EfficientNet-B0 to en-

able transfer learning capabilities. Images from the balanced
dataset are fed into the EfficientNet-B0 architecture (Figure
2). This architecture consists of a series of MBConv blocks,
through which each image passes through for feature extrac-
tion. As the image moves through different layers, it undergoes
transformations based on the filter size, enhancing its represen-
tation for further processing.

Initially, the input image has a size of 224×224. The choice
of 224×224 as the input image resolution is driven by the ar-
chitectural constraint of EfficientNet-B0, which is designed to
accept images of this specific size. It is first processed by a
convolutional layer with a 3×3 filter, transforming its dimen-
sions to 224×224×32. This transformation helps retain essen-
tial features while making the image more suitable for further
processing in deeper network layers. The feature map output
from MBConv1 is then passed through two successive MB-
Conv6 layers. A 3×3 filter is applied in these layers, further
transforming the feature map to a resolution of 112×112×24.
This step enhances feature extraction while maintaining spatial
information for deeper network processing.

Next, the output is fed into two MBConv6 layers with a
5×5 filter. These layers further reduce the feature map size to

(a) VIT model suggested by Dosovitskiy et al. [35].

(b) The transformer encoder.

Figure 3: Structure of ViT.

56×56×40, allowing for more refined feature extraction while
preserving important spatial information. The output is then
processed through three consecutive MBConv6 layers with a
3×3 filter, reducing the feature map size to 28×28×80. This
step helps in capturing deeper features while progressively de-
creasing the spatial dimensions.

The resulting feature map is then passed through seven MB-
Conv6 layers with a 5×5 filter, further reducing its spatial di-
mensions to 14×14 while increasing the depth to 192 channels.
This step enhances feature extraction by capturing more com-
plex patterns in the image. Finally, the feature map is passed
through the last MBConv6 layer with a 3×3 filter, reducing its
dimensions to 7×7×320. This final transformation prepares the
extracted features for further processing, such as classification
or detection, in the subsequent layers of the model.

3.3. Vision transformer
Dosovitskiy et al. [35] developed the Vision Transformer

(ViT) architecture by modifying the original transformer en-
coder, as shown in Figure 3, which effectively addresses NLP
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Figure 4: Proposed efficient-ViT B0Net architecture.

challenges. The ViT is a deep learning framework that replaces
CNNs with transformer encoder enriched with self-attention
mechanisms for image classification. ViTs have been more fa-
miliar since their proposal because of their ability to extract in-
tricate spatial linkages and long-range dependencies in images.
The ViT comprises positional embedding, MHA blocks, and
networks of MLP with linear projection. The structure of the
Vision transformer is shown in Figure 3 (a) and Figure 3 (b).

In proposed approach, we have used ViT-Small Architec-
ture vision transformer model pretrained on ImageNet. This
lightweight architecture has only 22M parameters in contrast to
86M parameters of the VIT-Base model. Comparison of ViT-
Small architecture with VIT-Base model is given in Table 2.

3.4. Proposed hybrid architecture (Efficient-ViT B0Net)

EfficientNet-B0 pre-trained CNN architecture and light
weight vision transformer (ViT) are combined in a hybrid
model (Efficient-ViT B0Net) to achieve quicker processing than
a pure ViT. Pretrained CNN architecture is used for automatic
feature extraction for small-scale patterns, and the VIT model
is used for capturing the minor colour or texture variation in
the symptoms, which enables the model to identify the dis-
eases even with similar symptoms correctly. In features ex-
traction phase, On-the-fly image augmentation is used to enrich
the dataset and generalize the model. On-the-fly image aug-
mentation refers to real-time data augmentation that is applied
dynamically to each mini-batch during training, rather than pre-
processing and storing augmented images beforehand. The spe-
cific details of On-the-fly image augmentation is illustrated in
Table 4. A hybrid approach lowers the computational cost of
self-attention by first employing CNNs to create compact fea-
ture maps, which reduces the number of patches required by
transformer encoder. Using CNNs for down-sampling and early
feature extraction, a hybrid CNN-ViT model is quicker than
a pure Vit while retaining high accuracy. It also speeds up
training and increases real-time inference efficiency. Proposed
Efficient-ViT B0Net model is shown in Figure 4. Training and
testing algorithm of proposed framework (Efficient-ViT B0Net)
is illustrated in Algorithm 1.

4. Experimental results and discussions

This part offers a thorough analysis of our study, beginning
with the experimental configuration that details the conditions

Algorithm 1 Training and testing of efficient-ViT B0Net.
1: Given
2: Training dataset: D = {{(Ii, yi)}}Ni=1, where Ii ∈ R224×224×3, and yi is the label.
3: Model parameters:
4: EfficientNet-B0 parameters: θE f f Net
5: ViT-Small parameters: θViT
6: Fully connected classification head: θFC
7: Loss function: Cross-Entropy Loss, L
8: Optimizer: O (AdamW)
9: Training Process

10: Step 1: Initialization
11: for each epoch e = 1 to E do
12: Initialize total loss: Lepoch = 0.
13: Step 2: For each mini-batch B of size M sampled from D:
14: Step 2.1: Preprocessing
15: a. Apply data augmentation T (random rotation within range of 10-20 degree,

random translation within range of 3-6 pixels both horizontally and vertically)
16: I′i = T (Ii),∀i ∈ B.
17: b. Normalize I′i to [0,1].
18: Step 2.2: Feature Extraction using EfficientNet-B0
19: a. Pass each image through EfficientNet-B0:
20: F = fE f f Net(I′; θE f f Net) ∈ RM×7×7×320

21: b. Flatten into 49 patches:
22: P = Flatten(F) ∈ RM×49×320

23: Step 2.3: Linear Projection for ViT-Small
24: a. Project patches into ViT token dimension d = 384:
25: Z = PWP + bP,Z ∈ RM×49×384

26: Step 2.4: Feature Learning using Vision Transformer
27: for each transformer block, t = 1 to 12 layers do
28: Qt = XW t

Q,Kt = XW t
K ,Vt = XW t

V
29: b. Compute Multi-Head Self-Attention (MHSA):

30: MHS A(X) =
∑H

h=1 S o f tmax
(

QhKT
h√

d

)
Vh

31: c. Apply Residual Connection + LayerNorm:
32: X′ = LN(X + MHS A(X))
33: d. Apply an MLP feedforward network:
34: X′′ = LN(X′ + MLP(X′))
35: e. Update token representations:
36: X ← X′′

37: end for
38: Step 2.5: Classification
39: a. Compute global representation:
40: Xglobal =

1
49

(∑49
k=1 Xk

)
41: b. Pass through fully connected layers:
42: X f c1 = σ(XglobalW f c1 + b f c1)
43: X f c2 = σ(X f c1W f c2 + b f c2)
44: c. Compute Softmax output:
45: ŷ = S o f tmax(X f c2)
46: Step 2.6: Compute Loss and Backpropagation
47: a. Compute Cross-Entropy Loss:
48: Lbatch = −

1
M

(∑M
i=1 yi log(ŷi)

)
49: b. Accumulate total loss:
50: Lepoch+ = Lbatch
51: c. Compute gradients:
52: ∇θL =

∂L
∂θE f f Net ,θViT ,θFC

53: d. Update model parameters using optimizer O:
54: θE f f Net ← θE f f Net − η∇θE f f NetL

55: θViT ← θViT − η∇θViT L

56: θFC ← θFC − η∇θFCL

57: end for
58: Step 3. Compute Average Epoch Loss

59: Lavg. =
Lepoch

Number o f batches

60: Testing Process
61: Step 1: Set the model to evaluation mode.
62: for each batch in the test dataset do
63: Step 2.1: Compute predictions ŷ
64: Step 2.2: Compare with ground truth y.
65: Step 2.3: Compute accuracy:
66: Accuracy = Correct Predictions

Total S amples × 100.
67: end for
68: Step 3: Compute average accuracy:
69: Avg. Accuracy = S um o f batchwise Accuracy

Number o f batches .
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Table 3: Train and test split of the dataset.

Leaves class Number of
images

Number of
training sam-
ples

Number of
testing sam-
ples

Bacterial leaf
blight (BLB)

4,000 3200 800

Brown Spot
(BS)

4,000 3200 800

Health 4,000 3200 800
Leaf Smut
(LS)

4,000 3200 800

under which our models were developed and evaluated. Next,
we describe the assessment measures utilized to evaluate our
models’ performance. The experimental results evaluating the
effectiveness and efficiency of the suggested hybrid deep frame-
work for recognizing and classifying plant leaf diseases are pre-
sented here. It also performs the ablation study and analysis
of the model’s performance. Lastly, we perform a compara-
tive analysis of the suggested approach with the state-of-the-art
(SOTA) models. The effectiveness of different model architec-
tures was analyzed using the complete dataset provided.

4.1. Experimental environment

The suggested deep learning framework, Efficient-Vit
B0Net, was implemented utilising MATLAB 2019a platform
and Deep Learning Toolbox for vision transformer and effi-
cient Netb0 Network support package. Adamw and categorical
cross-entropy are utilised as optimisation and loss functions to
perform the training process on the given samples. Both the
models (Efficient Netb0 and VIT -small) used a learning rate
of 0.001 with eight epochs to ensure early and effective con-
vergence. The computational setup consists of a Dell laptop
with a Core i7 processor operating at 3.60 GHz and a powerful
NVIDIA RTX 3080 GPU, providing significant processing and
graphical capabilities. This hardware is supported by 16 GB of
DDRAM for system memory and features a 1TB storage drive
with a 512 GB SSD component for fast data access and system
responsiveness. The software environment runs on the Win-
dows 10 operating system, with implementation primarily car-
ried out using MATLAB 2019a, incorporating the TensorFlow
library for relevant tasks. The proposed model was trained on
80% of the dataset samples and tested on the remaining 20%.
The training and testing split of the dataset is shown in Table 3.

4.2. Model assessment metrics

The performance assessment of the proposed deep architec-
ture and the baseline architecture was done using a comprehen-
sive set of metrics calculated on the held-out test set:

4.2.1. Classification metrics
1. Accuracy: The overall proportion of correctly classified

images. Accuracy = True Classification/ Total Classifica-
tion (True Classification = TP + TN, Total Classification
= TP + TN + FP + FN).

2. Precision: The system can recognise only relevant sam-
ples for each class. Precision = TP / (TP + FP).
Reported as macro-average (unweighted mean across
classes) and/or per-class.

3. Recall (Sensitivity): Recall is the ability of the classifier
to recognise all relevant samples for each class. Recall =
TP / (TP + FN). Reported as macro-average and/or per-
class.

4. F1-Score: A single parameter to balance Recall and Pre-
cision is a harmonic mean of both. F1-Score = 2*(Preci-
sion*Recall) / (Precision + Recall). Reported as macro-
average and/or per-class.

5. Confusion Matrix: A table visualising the performance,
indicating the counts of TP, TN, FP, and FN for each
class.

4.3. Experimental results and discussions

This subsection demonstrates the performance analysis of
the proposed hybrid deep framework, integrating pretrained Ef-
ficientNetB0 and pretrained Vision Transformer (ViT)-Small in
sequence, for plant disease recognition. The assessment was
done on the sourced dataset consisting of four distinct leaf
classes: Healthy, Brown-spot, Bacterial-leaf-blight, and Leaf-
smut.

On-the-fly image augmentation was applied using random
translation, scaling, and rotation. The specific values for image
augmentation are detailed in Table 4. Deep learning models
were developed using a rice leaf dataset containing 16,000 im-
ages for training and validation, in which 12,800 samples were
utilised for training and 3,200 samples were utilised for testing.
Class-wise division of training and testing samples is shown in
Table 3. The training phase utilised a batch size of 32 samples,
with 100 iterations in each epoch. The model was evaluated on
different numbers of epochs, initially starting from 6 epochs.
The suggested model, Efficient-ViT B0Net, was most effective
and efficient in 8 epochs.

The model achieved a high overall accuracy of 99.13%,
with all classes showing strong, accurate, favourable rates.
Classification results of Proposed Efficient-ViT B0Net model
in form of Confusion Matrix is shown in Figure 5. The Healthy
class had the highest accuracy with 798 correct predictions
and only 2 misclassifications. At the same time, Brown Spot,
though still performing well, had the most confusion, primar-
ily misclassified as BLB in 5 instances. The Leaf smut and
Bacterial leaf blight classes also showed excellent results with
minimal misclassifications. These class-wise misclassifications
are shown in Table 5. Visualization of these mis-classification
along with correct classification is shown in Figure 6.

The true positive and accurate negative counts are high
across all classes, and the false positives and false negatives re-
main very low, as listed in Table 6, indicating the model’s abil-
ity to distinguish between similar leaf conditions with great Pre-
cision. This analysis confirms that the hybrid model is highly
reliable for practical use in disease detection and classification
tasks in agricultural applications. The class-wise performance
metrics are illustrated in Table 6, whereas the proposed model’s
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Table 4: Augmentation details.

Augmentation Description Typical Parameters Purpose
Random Transla-
tion

Shifts the image horizontally
and/or vertically by a random
amount.

Horizontal/Vertical shift range
(by pixel distances of -30 and 30,
respectively)

Helps the model become invari-
ant to object positioning.

Random Scaling Randomly zooms in or out by
resizing the image, optionally
keeping the original size with
padding/cropping.

Scale range (0.8× of original
size to 1.2× of original size)

Trains the model to recognize
objects at different sizes and dis-
tances.

Random Rotation Rotates the image by a random
degree within a given range.

Angle range (−20◦ to +20◦) Improves rotational robustness
and reduces overfitting to spe-
cific orientations.

Table 5: Class-wise misclassification results.

Class Total Samples True Positive Mis-classification True positive rate
(Sensitivity)

Bacterial Leaf Blight 800 792 8 (4 as Brown Spot, 2 as
Health, 2 as Leaf Smut)

99.00%

Brown Spot 800 789 11 (5 as Bacterial Leaf
Blight, 2 as Health, 4 as
Leaf Smut)

98.63%

Health 800 798 2 (1 as Bacterial Leaf
Blight, 1 as Brown Spot)

99.75%

Leaf Smut 800 793 7 (2 as Bacterial Leaf
Blight, 5 as Brown Spot)

99.13%

Table 6: Class-wise performance results.

Class TP TN FP FN Accuracy Recall Precision F1-score
Bacterial Leaf Blight 792 2392 8 8 99.5% 99.00% 99.00% 99.00%
Brown Spot 789 2390 10 11 99.34% 98.63% 98.75% 98.69%
Health 798 2396 4 2 99.81% 99.75% 99.50% 99.62%
Leaf Smut 793 2394 6 7 99.59% 99.13% 99.25% 99.19%

Figure 5: Classification results of proposed Efficient-ViT
B0Net model (confusion matrix).

performance parameters are listed in Table 7. Disease wise per-
formance comparison of proposed model is illustrated in bar
chart shown in Figure 7. All the illustrated performance met-

Figure 6: Disease wise sample counts of correct and incorrect
classification.

rics were computed based on testing dataset. Overall accuracy
of the proposed model was recorded as 99.13%, which is an ac-

8
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Figure 7: Disease wise performance comparison of proposed
model.

Table 7: Proposed model’s performance results.

Performance parameters Formula Value
Overall Accuracy (OA) OA = Total T P across all classes

Total number o f S amples 99.13%
Macro Recall (MR) MR = Total Recall across all classes

Total number o f classes 99.13%
Macro Precision (MP) MP = Total Precision across all classes

Total number o f classes 99.13%
Macro F1-Score(MF) M = Total F1−S core across all classes

Total number o f classes 99.13%

Table 8: Performance comparison with SOTA models.

SOTA Model Architecture Accuracy
Efficient Net Bo Lightweight CNN 91.3%
Squeeze Net Lightweight CNN with

Fire modules
90.7%

ResNet50 Deep residual network 94.5%
DenseNet121 Dense connections

with feature reuse
96.1%

VIT-Small Vision Transformer-
Small Variant

97.0%

Proposed Efficient-
ViT B0Net

EfficientNet-B0 +

Vision Transformer +
Self-Attention

99.1%

Figure 8: Accuracy comparison of SOTA model with proposed
model.

curacy showing excellent classification behaviour of the model.
Recall, Precision and F1-Score of the model are computed

by taking class-wise macro average of Recall, Precision and
F1-Score, respectively. The proposed model achieved a Macro
Recall of 99.13%, a Macro Precision of 99.13%, and a Macro
F1-Score of 99.13%.

4.4. Performance comparison with state-of-the-art (SOTA)
models

We have compared the performance of SOTA models by
keeping the same experimental setup. Results are analysed over
eight epochs with the same batch size of 32 samples. On-the-
fly augmentation is used with all the models. The compari-
son of the performance of the SOTA models with a proposed
network is summarised in Table 8. The comparison of state-
of-the-art models highlights the effectiveness of the proposed
Efficient-ViT B0Net, which outperforms all other architectures
with an impressive 99.13% accuracy. While lightweight models
like SqueezeNet and EfficientNet-B0 offer speed and efficiency,
they fail to handle visually similar disease patterns due to lim-
ited contextual understanding. Deeper models like ResNet50
and DenseNet121 improve accuracy but cannot model global
relationships. Vit-Small addresses this with better context
awareness, achieving 97%. However, the hybrid approach of
combining EfficientNet-B0 with a Vision Transformer and self-
attention delivers the best of both worlds-efficient local feature
extraction and robust global attention, resulting in superior class
separation and minimal misclassification. Illustration of ac-
curacy comparison of SOTA models with proposed model is
shown in Figure 8.

4.5. Limitations and challenges

While highly accurate, the proposed Efficient-ViT B0Net
hybrid model presents several limitations and challenges. It
shows sensitivity to environmental factors such as lighting vari-
ations, background noise, and seasonal changes, which can af-
fect its generalizability in real-world agricultural conditions.
Occasional misclassifications occur, particularly between dis-
eases with similar symptoms but differing visual traits, indicat-
ing a need for more refined feature extraction. Additionally, the
proposed model fails to recognise and classify multiple disease
infections found on a single leaf. Future work will focus on
improving environmental robustness and reducing false detec-
tions.

5. Conclusion and future scope

The proposed Efficient-ViT B0Net hybrid model integrates
the lightweight and efficient EfficientNet-B0 with the power-
ful Vision Transformer and self-attention mechanisms, and has
proven highly effective in plant leaf disease classification. By
combining local feature extraction and global context aware-
ness, the model achieves a remarkable accuracy of 99.13%, sig-
nificantly outperforming other state-of-the-art (SOTA) models
such as ResNet50, DenseNet121, Vit-Small, and SqueezeNet.

9



Upadhyay & Prasad / J. Nig. Soc. Phys. Sci. 7 (2025) 2940 10

The class-wise high Precision, recall, and F1-score scores col-
lectively suggest that the model is accurate overall. It main-
tains a strong balance between correctly identifying positive
instances (high recall) and ensuring that the instances it iden-
tifies as positive are correct (high Precision). This level of
performance strongly supports the hypothesis that combining
EfficientNetV1-B0 and ViT-Small provides a synergistic ad-
vantage for this task. The model can distinguish between vi-
sually similar disease classes and shows minimal misclassi-
fication, demonstrating its strong generalisation in controlled
conditions. However, challenges remain in adapting the model
to real-world agricultural environments, particularly in dealing
with diverse lighting, seasonal changes, and background varia-
tions.

In future work, the proposed Efficient-ViT B0Net model
will be further enhanced to improve its adaptability and per-
formance in real-world agricultural environments. A key focus
will be expanding the dataset to include images captured under
diverse environmental conditions such as varying lighting, sea-
sonal changes, crop growth stages, and different backgrounds.
This will help improve the model’s robustness and generali-
sation across different field scenarios. Additionally, advanced
data augmentation techniques and multispectral or hyperspec-
tral imaging integration will be explored to simulate real-world
variability better and enhance feature representation. Efforts
will also be directed toward refining the model’s feature extrac-
tion and attention mechanisms to minimise false positives and
negatives, especially in visually similar diseases.

Data availability

The data that support the findings of this research
are openly available at: https://www.kaggle.com/datasets/
bahribahri/riceleaf.
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